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Introduction

This CCITT Recommendation | ISO/IEC Internatioi&thndard was prepared BCITT Study GroupVIll and the Joint
Photographic Experts Group (JPEG) of ISO/IEC JIISC 29/WG10. This Experts Group was formed 086 to
establish a standard for the sequential progressive encoding of continuous tone grayscale and colour images.

Digital Compression and Coding of Continuous-tone Still imaggsublished in two parts:
— Requirements and guidelines;
—  Compliance testing.

This part, Part 1, sets out requirements amglementation guidelinefor continuous-tonestill image encoding and

decoding processeand for the coded representation cdmpressed imagéatafor interchange between applications.

These processes and representations are intended to be generic, that is, to be applicable to a broad range of applications for
colour andgrayscalestill imageswithin communicationsand computer systemdart 2, sets out tesfer determining

whether implementationsomply with the requirment$or the various encodingnd decodingrocesses specified in Part

1.

The user’s attention is called to the possibility thédr-some ofthe codingorocesses specified herein — compliawd
this Recommendation | International Standavayrequire use of an inventiawcovered by patent rights. See Annex L for
further information.

The requirements which thepeocesses must satisfy to be useful for spetifige communications applicatiossch as
facsimile, Videotexand audiographiconferencing are defined i@CITT Recommendation T.80. Thetent is that the
generic processes of Recommendation T.80 will be incorporatethat@riousCCITT Recommendations for terminal
equipment for these applications.

In addition to the applications addressed byG@HTT andISO/IEC,the JPEGcommitteehas developped a compression
standard taneetthe needs of other applications as well, including desktop publishing, graphic arts, rnegljtad and
scientific imaging.

Annexes A, B, C, D, E, F, G, H andade normativeand thusform anintegral part of this Specification. Annexes K, L
and M are informative and thus do not form an integral part of this Specification.

This Specification aims to followhe guidelines of£CITT and ISO/IEC JTC 1 orRules for presentation of CCITT
ISO/IEC common text
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INTERNATIONAL STANDARD

CCITT RECOMMENDATION

INFORMATION TECHNOLOGY — DIGITAL COMPRESSION
AND CODING OF CONTINUOUS-TONE STILL IMAGES -
REQUIREMENTS AND GUIDELINES

1 Scope

This CCITT Recommendation | International Standard is applicable to continuousgi@yseale or colour digital still
imagedata. It is applicable to a wide range of applications which require usenpiressed images. It is not applicable to
bi-level image data.

This Specification
—  specifies processes for converting source image data to compressed image data;
—  specifies processes for converting compressed image data to reconstructed image data;
— gives guidance on how to implement these processes in practice;

— specifies coded representations for compressed image data.

NOTE — This Specification doesot specify a complete coded image representation. Such representations may include
certain parameters, such as aspect ratio, component sample registraticcglour space designation, whidre application-
dependent.

2 Normative references

The following CCITT Recommendationand International Standards contpihovisionswhich, through reference ithis
text, constitute provisions dhis CCITT Recommendation | International Standard. At tihee of publication, the
editions indicated were valid. All Recommendati@ml Standardare subject to revisiorgnd parties to agreements
based on thi€CITT Recommendation | International Standard are encouraged to investigate the possiplitying
themost recenedition of the Recommendatioasd Standards listdaelow. Members of IE@nd ISO maintaimegisters
of currently valid International Standards. THeCITT Secretariat maintains a list of currently val@CITT
Recommendations.

— CCITT Recommendation T.80 (1992), Common components for image compression and communication —
Basic principles

3 Definitions, abbreviations and symbols

3.1 Definitions and abbreviations
For the purposes of this Specification, the following definitions apply.

3.1.1  abbreviated format: A representation of compressed imatga which is missingome orall of the table
specifications requiretbr decoding, or a representation of table-specification data wifteoue headers, scan headers,
and entropy-coded segments.

3.1.2 ACcoefficient: Any DCT coefficient for which the frequency is not zero in at least one dimension.

3.1.3 (adaptive) (binary) arithmetic decoding: An entropy decoding procedurehich recoversthe sequence of
symbols from the sequence of bits produced by the arithmetic encoder.

3.1.4  (adaptive) (binary) arithmetic encoding: An entropy encoding procedure which codesrgans of a recursive
subdivision of the probability of the sequence of symbols coded up to that point.

3.1.5 application environment: The standardfor data representation, communication, or storage whésle been
established for a particular application.

CCITT Rec. T.81 (1992 E) 1
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3.1.6  arithmetic decoder: An embodiment of arithmetic decoding procedure.
3.1.7  arithmetic encoder: An embodiment of arithmetic encoding procedure.

3.1.8 baseline (sequential):A particular sequential DCT-based encodamyd decodingprocess specified ithis
Specification, and which is required for all DCT-based decoding processes.

3.1.9  binary decision: Choice between two alternatives.

3.1.10 bit stream: Partially encoded or decoded sequence of bits comprising an entropy-coded segment.
3.1.11 block: An 8x 8 array of samples or arx8 array of DCT coefficient values of one component.
3.1.12 block-row: A sequence of eight contiguous component lines which are partitionedxr@dBcks.
3.1.13 byte: A group of 8 bits.

3.1.14 byte stuffing: A procedure in which either tHéuffman coder or the arithmetic coder insertgexo byteinto
the entropy-coded segment following the generation of an encoded hexadecimal X'FF’ byte.

3.1.15 carry bit: A bit in the arithmetic encoder code register which is set if a carry-over in the code mgstiemws
the eight bits reserved for the output byte.

3.1.16 ceiling function: The mathematical procedurewhich the greatest integealue of a real number is obtained
by selecting the smallest integer value which is greater than or equal to the real number.

3.1.17 class (of coding process).ossy or lossless coding processes.

3.1.18 code register: The arithmetic encoder register containing the least significant bits of the pastiaijyleted
entropy-coded segment. Alternativetiie arithmetic decoder register containing thest significant bits of a partially
decoded entropy-coded segment.

3.1.19 coder: An embodiment of a coding process.

3.1.20 coding: Encoding or decoding.

3.1.21 coding model: A procedure used to convert input data into symbols to be coded.

3.1.22 (coding) processA general term for referring to an encoding process, a decoding process, or both.
3.1.23 colour image: A continuous-tone image that has more than one component.

3.1.24 columns: Samples per line in a component.

3.1.25 component: One of the two-dimensional arrays which comprise an image.

3.1.26 compressed dataEither compressed image data or table specification data or both.

3.1.27 compressed image dataA coded representation of an image, as specified in this Specification.

3.1.28 compression:Reduction in the number of bits used to represent source image data.

3.1.29 conditional exchange:The interchange d/IPS and LPSprobability intervals whenevahe size of the LPS
interval is greater than the size of the MPS interval (in arithmetic coding).

3.1.30 (conditional) probability estimate: The probability value assigned tbe LPS by theprobability estimation
state machine (in arithmetic coding).

3.1.31 conditioning table: The set of parametershich select one of the defined relationships between prior coding
decisions and the conditional probability estimates used in arithmetic coding.

3.1.32 context: The set of previously coded binary decisiomsich is used to create the index to tmbability
estimation state machine (in arithmetic coding).

3.1.33 continuous-tone image:An image whose components have more than one bit per sample.

3.1.34 data unit: An 8 x 8 block of samples of one component in DCT-based processes; a sample in lossless processes.

2 CCITT Rec. T.81 (1992 E)
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3.1.35 DcCecoefficient: The DCT coefficient for which the frequency is zero in both dimensions.

3.1.36 DCprediction: The procedure used WYCT-based encoders wherethe quantized DQoefficient from the
previously encoded 8 8 block of the same component is subtracted from the current quantized DC coefficient.

3.1.37 (DCT) coefficient: The amplitude of a specific cosine basis functianayrefer to an original DCT coefficient,
to a quantized DCT coefficient, or to a dequantized DCT coefficient.

3.1.38 decoder: An embodiment of a decoding process.

3.1.39 decoding processA processwhich takes as its inputompressed imagedata and outputs a continuous-tone
image.

3.1.40 default conditioning: The values definedbr the arithmetic coding conditioning tables at the beginning of
coding of an image.

3.1.41 dequantization: The inverse procedure to quantization by which the deaederers a representation of the
DCT coefficients.

3.1.42 differential component: The difference between an inpeamponent derivedfom the sourcadmageand the
corresponding reference component derived from the preceding frame for that component (in hierarchical mode coding).

3.1.43 differential frame: A frame in ahierarchical process iwhich differentialcomponents are either encoded or
decoded.

3.1.44 (digital) reconstructed image (data):A continuous-tonémagewhich is the output chny decoder defined in
this Specification.

3.1.45 (digital) source image (data): A continuous-toneimage used as input tany encoder defined inhis
Specification.

3.1.46 (digital) (still) image: A set of two-dimensional arrays of integer data.

3.1.47 discrete cosine transform; DCT: Either the forward discrete cositinsform orthe inverse discrete cosine
transform.

3.1.48 downsampling (filter): A procedure by which the spatial resolution ofiemage isreduced (in hierarchical
mode coding).

3.1.49 encoder: An embodiment of an encoding process.

3.1.50 encoding processA processwhich takes as its input a continuous-tamageand outputcompressed image
data.

3.1.51 entropy-coded (data) segmentAn independently decodable sequence of entropy endunydesl of compressed
image data.

3.1.52 (entropy-coded segment) pointerThe variablenvhich points to thenost recently placed (or fetched) byte in
the entropy encoded segment.

3.1.53 entropy decoder: An embodiment of an entropy decoding procedure.

3.1.54 entropy decoding: A lossless procedure whialecoversthe sequence afymbols fromthe sequence of bits
produced by the entropy encoder.

3.1.55 entropy encoder: An embodiment of an entropy encoding procedure.

3.1.56 entropy encoding: A lossless procedure whigonverts a sequence iolput symbolsinto a sequence of bits
such that the average number of bits per symbol approaches the entropy of the input symbols.

3.1.57 extended (DCT-based) processA descriptive term for DCT-baseshcoding and decodirrocesses in which
additional capabilities are added to the baseline sequential process.

3.1.58 forward discrete cosine transform;FDCT: A mathematical transformation using cosine basis functions which
converts a block of samples into a corresponding block of original DCT coefficients.

CCITT Rec. T.81 (1992 E) 3
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3.1.59 frame: A group of one or more scans (all using the same DCT-based or lossless process) through the data of one
or more of the components in an image.

3.1.60 frame header: A marker segmerthat contains atart-of-frame markesindassociatedrame parameteithat are
coded at the beginning of a frame.

3.1.61 frequency: A two-dimensional index into the two-dimensional array of DCT coefficients.
3.1.62 (frequency) band: A contiguous group of coefficients from the zig-zag sequence (in progressive mode coding).

3.1.63 full progression: A processwhich uses both spectral selectiand successive approximatidin progressive
mode coding).

3.1.64 grayscale imageA continuous-tone image that has only one component.

3.1.65 hierarchical: A mode of operation for coding amage inwhich the firstframe for a given component is
followed by frameswhich code the differences between the source alaththe reconstructed datam the previous

frame for that component. Resolution changes are allowed between frames.

3.1.66 hierarchical decoder: A sequence of decoder processes in which the first frame for each component is followed
by frameswhich decode ararray of differences for each componemtd adds it to the reconstructed ditan the
preceding frame for that component.

3.1.67 hierarchical encoder: The mode of operation in which the first frame for each component is followeahiiys

which encode tharray of differences betweehe source data and the reconstructed filata the precedingrame for

that component.

3.1.68 horizontal sampling factor: The relative number of horizontal data units of a particwdanponentvith respect
to the number of horizontal data units in the other components.

3.1.69 Huffman decoder: An embodiment of a Huffman decoding procedure.

3.1.70 Huffman decoding: An entropy decoding procedunghich recovershe symbol fromeach variabléength code
produced by the Huffman encoder.

3.1.71 Huffman encoder: An embodiment of a Huffman encoding procedure.

3.1.72 Huffman encoding: An entropy encoding procedure which assigns a variable length code to each input symbol.
3.1.73 Huffman table: The set of variable length codes required in a Huffman encoder and Huffman decoder.

3.1.74 image data: Either source image data or reconstructed image data.

3.1.75 interchange format: The representation of compressed imatga for exchange between application
environments.

3.1.76 interleaved: The descriptive term applied tioe repetitive multiplexing admall groups of datanits from each
component in a scan in a specific order.

3.1.77 inverse discrete cosine transform; IDCT:A mathematical transformation using cosine basis functions which
converts a block of dequantized DCT coefficients into a corresponding block of samples.

3.1.78 Joint Photographic Experts Group; JPEG: The informal name othe committee which created this
Specification. The “joint” comes from the CCITT and ISO/IEC collaboration.

3.1.79 latent output: Output of the arithmetic encoder which is held, pending resoluti@arof-over(in arithmetic
coding).

3.1.80 less probable symbol; LPSFor a binary decision, the decision value which has the smaller probability.
3.1.81 level shift: A procedure used bpCT-based encoderand decodersvhereby eachinput sample iseither

convertedfrom an unsigned representation to a twol®mplement representation dom a two's complement
representation to an unsigned representation.

4 CCITT Rec. T.81 (1992 E)
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3.1.82 lossless:A descriptive term foencoding and decodingrocessesind procedures in which the output of the
decoding procedure(s) is identical to the input to the encoding procedure(s).

3.1.83 lossless coding:The mode of operatiowhich refers to any one ofhe codingprocesses defined ithis
Specification in which all of the procedures are lossless (see Annex H).

3.1.84 lossy:A descriptive term for encoding and decoding processes which are not lossless.

3.1.85 marker: A two-byte code inwhich the firstbyte is hexadecimal FEX'FF’) and the secondbyte is a value
between 1 and hexadecimal FE (X'FE’).

3.1.86 marker segment: A marker and associated set of parameters.

3.1.87 MCU-row: The smallest sequence of MCU which contains at least one |sengiles or one block-rofkom
every component in the scan.

3.1.88 minimum coded unit; MCU: The smallest group of data units that is coded.

3.1.89 modes (of operation):The four main categories of image coding processes defined in this Specification.
3.1.90 more probable symbol; MPS:For a binary decision, the decision value which has the larger probability.
3.1.91 non-differential frame: The first frame for any components in lsierarchical encoder or decoder. The
components are encoded or decoded without subtrdatimreference components. The term refers also tdranye in

modes other than the hierarchical mode.

3.1.92 non-interleaved: The descriptive term applied tihe data uniprocessing sequence when the scanohfsone
component.

3.1.93 parameters: Fixed length integers 4, 8 or 16 bits in length, used in the compressed data formats.
3.1.94 point transform: Scaling of a sample or DCT coefficient.

3.1.95 precision: Number of bits allocated to a particular sample or DCT coefficient.

3.1.96 predictor: A linear combination of previously reconstructed values (in lossless mode coding).

3.1.97 probability estimation state machine: An interlinked table of probability valuemsd indices which is used to
estimate the probability of the LPS (in arithmetic coding).

3.1.98 probability interval: The probability of a particular sequence of binary deciswitisin the ordered set of all
possible sequences (in arithmetic coding).

3.1.99 (probability) sub-interval: A portion of a probability interval allocated to eithertbé two possiblebinary
decision values (in arithmetic coding).

3.1.100 procedure: A set of steps whiclaccomplishes one dhe tasks whiclcomprise an encoding or decoding
process.

3.1.101 process:See coding process.

3.1.102 progressive (coding):One of theDCT-based processes defined this Specification in which each scan
typically improves the quality of the reconstructed image.

3.1.103 progressive DCT-basedThe mode of operation which refers to any one of the processes defined in Annex G.
3.1.104 quantization table: The set of 64 quantization values used to quantize the DCT coefficients.

3.1.105 quantization value: An integer value used in the quantization procedure.

3.1.106 quantize: The act of performing the quantization procedure for a DCT coefficient.

3.1.107 reference (reconstructed) componentReconstructed component data which is used in a subsdrpmatof a

hierarchical encoder or decoder process (in hierarchical mode coding).

CCITT Rec. T.81 (1992 E) 5
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3.1.108 renormalization: The doubling of theprobability intervaland the code registesalue until the probability
interval exceeds a fixed minimum value (in arithmetic coding).

3.1.109 restart interval: The integer number of MCUs processed as an independent sequence within a scan.
3.1.110 restart marker: The marker that separates two restart intervals in a scan.

3.1.111 run (length): Number of consecutive symbols of the same value.

3.1.112 sample: One element in the two-dimensional array which comprises a component.

3.1.113 sample-interleaved:The descriptive term applied to the repetitive multiplexing of small groups of saftgoies
each component in a scan in a specific order.

3.1.114 scan:A single pass through the data for one or more of the components in an image.

3.1.115 scan header:A marker segmenthat contains atart-of-scan markesind associated scan paramettrat are
coded at the beginning of a scan.

3.1.116 sequential (coding):One of the lossless @CT-based coding processes definethis Specification in which
each component of the image is encoded within a single scan.

3.1.117 sequential DCT-basedThe mode of operation which refers to any one of the processes defined in Annex F.

3.1.118 spectral selection:A progressive coding processwhich thezig-zag sequence is dividéato bands of one or
more contiguous coefficients, and each band is coded in one scan.

3.1.119 stack counter: The count of X’FF'byteswhich are held, pending resolution cdrry-over inthe arithmetic
encoder.

3.1.120 statistical conditioning: The selection, based on prior coding decisions, of one estimate out of a set of
conditional probability estimates (in arithmetic coding).

3.1.121 statistical model: The assignment of a particular conditional probability estimate to eadhedbinary
arithmetic coding decisions.

3.1.122 statistics area:The array of statistics bins required for a coding process which uses arithmetic coding.

3.1.123 statistics bin: The storage location where an index is stored which identifievale ofthe conditional
probability estimate used for a particular arithmetic coding binary decision.

3.1.124 successive approximation:A progressive coding process Wwhich the coefficients are codedith reduced
precision in the first scan, and precision is increased by one bit with each succeeding scan.

3.1.125 table specification data:The coded representatifnom which the tables used in the encoded decoder are
generated and their destinations specified.

3.1.126 transcoder: A procedure for converting compressed imdgéa of one encoder process to compregsede
data of another encoder process.

3.1.127 (uniform) quantization: The procedure by whicDCT coefficients are linearly scaled in order to achieve
compression.

3.1.128 upsampling (filter): A procedure by which the spatial resolution ofirage isincreased (in hierarchicatode
coding).

3.1.129 vertical sampling factor: The relative number of vertical dataits of a particulacomponentwith respect to
the number of vertical data units in the other components in the frame.

3.1.130 zero byte: The X'00’ byte.

3.1.131 zig-zag sequenceA specific sequential ordering tie DCT coefficients from (approximatelypwest spatial
frequency to highest.

3.1.132 3-sample predictor: A linear combination of the three nearest neighbor reconstraategles tahe left and
above (in lossless mode coding).

6 CCITT Rec. T.81 (1992 E)
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3.2 Symbols

The symbols used in this Specification are listed below.

A probability interval

AC AC DCT coefficient

AG;j; AC coefficient predicted from DC values

Ah successive approximation bit position, high

Al successive approximation bit position, low

Api ith 8-bit parameter in ARPsegment

APPR, marker reserved for application segments

B current byte in compressed data

B2 next byte in compressed data when B'FF’

BE counterfor buffered correction bits faduffman coding in thesuccessive approximation
process

BITS 16-byte list containing number of Huffman codes of each length

BP pointer to compressed data

BPST pointer to byte before start of entropy-coded segment

BR counterfor buffered correction bits faduffman coding in thesuccessive approximation
process

Bx byte modified by a carry-over

C value of bit stream in code register

G component identifier for frame

Cu horizontal frequency dependent scaling factor in DCT

Cv vertical frequency dependent scaling factor in DCT

CE conditional exchange

C-low low order 16 bits of the arithmetic decoder code register

Cmy ith 8-bit parameter in COM segment

CNT bit counter in NEXTBYTE procedure

CODE Huffman code value

CODESIZE(V) code size for symbol V

COM comment marker

Cs conditioning table value

Cs component identifier for scan

CT renormalization shift counter

Cx high order 16 bits of arithmetic decoder code register

CX conditional exchange

dii data unit from horizontal position i, vertical position j

djik dji for component k

D decision decoded

CCITT Rec. T.81 (1992 E) 7
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Da in DC coding, the DC difference codfenl the previous block fronthe same component;
in lossless coding, the difference coded for the sample immediately to the left

DAC define-arithmetic-coding-conditioning marker

Db the difference coded for the sample immediately above

DC DC DCT coefficient

DGC; DC coefficient forith block in component

DCxk kth DC value used in prediction of AC coefficients

DHP define hierarchical progression marker

DHT define-Huffman-tables marker

DIFF difference between quantized DC and prediction

DNL define-number-of-lines marker

DQT define-quantization-tables marker

DRI define restart interval marker

E exponent in magnitude category upper bound

EC event counter

ECS entropy-coded segment

ECS ith entropy-coded segment

Eh horizontal expansion parameter in EXP segment

EHUFCO Huffman code table for encoder

EHUFSI encoder table of Huffman code sizes

EOB end-of-block for sequential; end-of-band for progressive

EOBN run length category for EOB runs

EOBXx position of EOB in previous successive approximation scan

EOBO, EOB], ..., EOB14 run length categories for EOB runs

EOI end-of-image marker

Ev vertical expansion parameter in EXP segment

EXP expand reference components marker

FREQ(V) frequency of occurrence of symbol V

Hi horizontal sampling factor fath component

Hmax largest horizontal sampling factor

HUFFCODE list of Huffman codes corresponding to lengths in HUFFSIZE
HUFFSIZE list of code lengths

HUFFVAL list of values assigned to each Huffman code

i subscript index

| integer variable

Index(S) index to probability estimation state machine table for context index S
] subscript index

J integer variable

8 CCITT Rec. T.81 (1992 E)
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JPG marker reserved for JPEG extensions

PG, marker reserved for JPEG extensions

k subscript index

K integer variable

Kmin index of 1st AC coefficient in band (1 for sequential DCT)

Kx conditioning parameter for AC arithmetic coding model

L DC and lossless coding conditioning lower bound parameter

Li element in BITS list in DHT segment

Li(t) element in BITS list in the DHT segment for Huffman table t

La length of parameters in ARBegment

LASTK largest value of K

Lc length of parameters in COM segment

Ld length of parameters in DNL segment

Le length of parameters in EXP segment

Lf length of frame header parameters

Lh length of parameters in DHT segment

Lp length of parameters in DAC segment

LPS less probable symbol (in arithmetic coding)

Lg length of parameters in DQT segment

Lr length of parameters in DRI segment

Ls length of scan header parameters

LSB least significant bit

m modulo 8 counter for Rgymarker

m number of \{; parameters for Huffman table t

M bit mask used in coding magnitude of V

Mn nth statistics bin for coding magnitude bit pattern category

MAXCODE table with maximum value of Huffman code for each code length

MCU minimum coded unit

MCU; ith MCU

MCUR number of MCU required to make up one MCU-row

MINCODE table with minimum value of Huffman code for each code length

MPS more probable symbol (in arithmetic coding)

MPS(S) more probable symbol for context-index S

MSB most significant bit

M2, M3, M4, ... , M15 designation dfontext-indices for coding of magnitude bits ime arithmetic coding
models

n integer variable

N data unit counter for MCU coding

N/A not applicable

CCITT Rec. T.81 (1992 E) 9
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Nb number of data units in MCU

Next_Index_LPS new value of Index(S) after a LPS renormalization
Next_Index_MPS new value of Index(S) after a MPS renormalization

Nf number of components in frame

NL number of lines defined in DNL segment

Ns number of components in scan

OTHERS(V) index to next symbol in chain

P sample precision

Pq quantizer precision parameter in DQT segment

Pq(t) quantizer precision parameter in DQT segment for quantization table t
PRED quantized DC coefficient from the most recently coded block of the component
Pt point transform parameter

Px calculated value of sample

Qji quantizer value for coefficient AC

Qu quantization value for DCT coefficien{,s

Qoo quantizer value for DC coefficient

QACG;i quantized AC coefficient predicted from DC values

QDCx kth quantized DC value used in prediction of AC coefficients
Qe LPS probability estimate

Qe(S) LPS probability estimate for context index S

Qk kth element of 64 quantization elements in DQT segment
f'wu reconstructed image sample

R length of run of zero amplitude AC coefficients

Rwu dequantized DCT coefficient

Ra reconstructed sample value

Rb reconstructed sample value

Rc reconstructed sample value

Rd rounding in prediction calculation

RES reserved markers

Ri restart interval in DRI segment

RRRR 4-bit value of run length of zero AC coefficients

RS composite value used in Huffman coding of AC coefficients
RSTm restart marker number m

Syx reconstructed value from IDCT

S context index

Sw DCT coefficient at horizontal frequency u, vertical frequency v
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SC
Se
SE

Si
SIGN
SIZE
SLL
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SN
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SOR
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SOS
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SS
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Switch_MPS
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SO

t

T
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context-index for coding of correction bit in successive approximation coding

end of spectral selection band in zig-zag sequence
context-index for coding of end-of-block or end-of-band

Huffman code size

1 ifdecoded sense of sign is negative and 0 if decoded sense of sign is positive

length of a Huffman code
shift left logical operation
logical shift left ofa by B bits

context-index for coding of first magnitude category when V is negative
baseline DCT process frame marker
extended sequential DCT frame marker, Huffman coding
progressive DCT frame marker, Huffman coding
lossless process frame marker, Huffman coding
differential sequential DCT frame marker, Huffman coding
differential progressive DCT frame marker, Huffman coding
differential lossless process frame marker, Huffman coding
sequential DCT frame marker, arithmetic coding
progressive DCT frame marker, arithmetic coding

lossless process frame marker, arithmetic coding
differential sequential DCT frame marker, arithmetic coding
differential progressive DCT frame marker, arithmetic coding
differential lossless process frame marker, arithmetic coding
start-of-image marker

start-of-scan marker

context-index for coding of first magnitude category when V is positive
quantized DCT coefficient

shift right logical operation

logical shift right ofa by 3 bits

start of spectral selection band in zig-zag sequence
context-index for coding of sign decision

4-bit size category of DC difference or AC coefficient amplitude
stack counter

parameter controlling inversion of sense of MPS
parameter used in coding magnitude of V

context-index for coding of ¥ 0 decision

summation index for parameter limits computation

temporary variable

CCITT Rec. T.81 (1992 E)
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Tg AC entropy table destination selector filr component in scan

Tb arithmetic conditioning table destination identifier

Tc Huffman coding or arithmetic coding table class

Td DC entropy table destination selector jibrcomponent in scan

TEM temporary marker

Th Huffman table destination identifier in DHT segment

Tq guantization table destination identifier in DQT segment

Tqi quantization table destination selectoritbrcomponent in frame

U DC and lossless coding conditioning upper bound parameter

\% symbol or value being either encoded or decoded

Vi vertical sampling factor fath component

Vi jth value for length in HUFFVAL

V max largest vertical sampling factor

Vi temporary variable

VALPTR list of indices for first value in HUFFVAL for each code length

V1 symbol value

V2 symbol value

Xi number of columns iith component

X number of samples per line in component with largest horizontal dimension

Xi ith statistics bin for coding magnitude category decision

X1, X2, X3, ..., X15 designation of context-indices for coding of magnitadiegories in the arithetic coding
models

XHUFCO extended Huffman code table

XHUFSI table of sizes of extended Huffman codes

X'values’ values within the quotes are hexadecimal

Vi number of lines ifith component

Y number of lines in component with largest vertical dimension

ZRL value in HUFFVAL assigned to run of 16 zero coefficients

ZZ(K) Kth element in zig-zag sequence of quantized DCT coefficients

ZZ(0) quantized DC coefficient in zig-zag sequence order

4 General

The purpose of this clause is give an informative overview dhe elements specified in this Specification. Another
purpose is to introduce many of the terms which are defined in clause 3. These terms are jatitsduipon first usage
in this clause.
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4.1 Elements specified in this Specification

There are three elements specified in this Specification:

a) Anencoderis an embodiment of a@ncoding processAs shown in Figure 1, an encoder takes as input
digital source image datandtable specificationsand by means of a specified sepodcedureggenerates
as outputompressed image data

b) A decoderis an embodiment of decoding processAs shown in Figure 2, a decoder takes as input
compressed imag#ata andable specificationsand bymeans of a specified set of procedures generates as
outputdigital reconstructed image data

c) Theinterchange formatshown in Figure 3, is a compressetgedata representation which includes all
table specifications used in the encoding process. The intercliamgat is for exchange between
application environments

> Encoder >
\ TISO0650-93/d001
Source Table (;ompressed
image data specifications image data

Figure 1 — Encoder

> Decoder >
A
TISO0660-93/d002
Compressed Table Reconstructed
image data specifications image data

Figure 2 — Decoder

Figures 1 and 2 illustrate the generate forwhich thecontinuous-tonesource and reconstructedagedata consist of
multiple components(A colour image consists of multiple componentsgrayscaleimage consists only of a single
component.) A significant portion of this Specification is concerned with how to hamutiple-component images in a
flexible, application-independent way.
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Application environment
A
Compressed image data, including table specifications

N

Application environment
B

TISO0670-93/d003

Figure 3 — Interchange format for compressed image data

These figures are also meant to show thas#me tables specified for @ancoder to use toompress a particulamage
must be provided to a decoder to reconstructithage. Howeverthis Specification does napecify how applications
should associate tables witbmpressed imaggata, nor how theghould represent sourémagedata generallyvithin
their specific environments.

Consequently, this Specification also specifies the interchange format shown in Figure 3, in which table specifications are
included within compressed imagedata. An image compressedvith a specified encodingprocess within

one application environment, A, is passed to a different environment, B, by meahs d@iterchangeformat.

The interchangdormat doesnot specify a completeodedimage representation. Application-dependent information,

e.g. colour space, is outside the scope of this Specification.

4.2 Lossy and lossless compression

This Specification specifies twalassef encoding and decoding processdessyandlosslessprocesses. Those based on
thediscrete cosine transforCT) are lossy, thereby allowing substantiapressiorno be achieved while producing a
reconstructed image with high visual fidelity to the encoder’s source image.

The simplest DCT-baseambding processs referred to as theaseline sequentigdrocess. It provides a capabilighich is
sufficient formanyapplications. There are additional DCT-based proceskieh extend the baseline sequengiedcess
to a broader range of applications. In any decodergextendeddCT-based decoding processé® baseline decoding
process is required to be present in order to provide a default decoding capability.

The second class of coding processes is not basedthp®CT and isprovided to meethe needs of applications
requiring lossless compression. These lossless encadihglecodingprocesses arased independently any of the
DCT-based processes.

A table summarizing the relationship among these lossy and lossless coding processes is included in 4.11.

The amount of compression provided by anyhefvarious processes is dependenttoe characteristics of the particular
image being compressed, as well as on the picture quality desired by the appitdtiba desiredpeed of compression
and decompression.
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4.3 DCT-based coding

Figure 4 shows the main procedures for all encoding processes based on the DCT. It illustrates the special case of a single-
component imagethis is anappropriate simplification for overview purposes, becalb@rocesses specified ithis
Specification operate on each image component independently.

DCT-based encoder

8 x 8 blocks
> FDCT »  Quantizer p  Entropy >
encoder
A A
) Source Table Table Qompressed
image data specifications specifications image data

TISO0680-93/d004

Figure 4 — DCT-based encoder simplified diagram

In the encodingrocesghe input component'samplesare grouped into 8 8 blocks and eactblock is transformed by
theforward DCT (FDCT) into a set of 64 values referred td&3T coefficientsOne of these values is referred to as the
DC coefficientand the other 63 as the coefficients

Each of the 64 coefficients ieenquantizedusing one of 64 corresponding valdesn aquantization tablgdetermined
by one of the table specifications shown in Figdje No defaultvalues forquantization tables are specified in this
Specification; applicationmay specify valuesvhich customize picture qualitipr their particularimage characteristics,
display devices, and viewing conditions.

After quantization, the DCoefficientand the 63 AQoefficients are prepared fentropy encodingas shown in Figure
5. The previougjuantized DCcoefficient isused to predict the current quantized DC coefficiant thedifference is

encoded. The 63 quantized Agdefficients undergo nsuch differential encoding, but are converted intone-

dimensionakig-zag sequencas shown in Figure 5.

The quantizeatoefficients arg¢hen passed to antropy encoding proceduvehich compressethe data further. One of
two entropy coding procedures can beed, as described i4.6. If Huffman encodingis used,Huffman table
specifications must be provided to the encodearithmetic encodings used, arithmetic codingonditioning table
specifications may be provided, otherwise the default conditioning table specifications shall be used.

Figure 6 shows the main procedufes all DCT-based decoding processes. Each step sipevforms essentially the
inverse of its corresponding main proceduwiithin the encoder. Thentropy decoder decodése zig-zag sequence of
quantizedDCT coefficients. Aftedequantizatiorthe DCT coefficients are transformed to arx & block of samples by
theinverse DCT(IDCT).

4.4 Lossless coding

Figure 7 shows the main procedures for the lossless encoding procegsedicfor combineghe reconstructedalues of
up to three neighbourhood samples at positions andb,c toform aprediction of thesample at position x ashown in
Figure 8. This prediction is then subtractieom the actualvalue ofthe sample at position xand thedifference is
losslessly entropy-coded by either Huffman or arithmetic coding.
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DCi,

DC ACy,

S

DC; [ =

K

Block; .,

Block;

DIFF=DC,-DC;_,

2

AC 4

Differential DC encoding

AC;

s

TISO0690-93/d005

"N

AC,;

Zig-zag order

Figure 5 — Preparation of quantized coefficients for entropy encoding

DCT-based decoder

> Entropy »  Dequantizer >
decoder d IbCT
A
TISO0700-93/d006
y 4
Compressed Table Table Reconstructed
image data specifications specifications image data
Figure 6 — DCT-based decoder simplified diagram
Lossless encoder
» Predictor » Entropy
encoder
TISO0710-93/d007
Source Table Compressed
image data specifications image data

Figure 7 — Lossless encoder simplified diagram
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TISO0720-93/d008

Figure 8 — 3-sample prediction neighbourhood

This encoding process may also be used in a slightly modified way, whbkegingcisionof the inputsamples iseduced

by one ormore bits prior to the lossless coding. This astds higher compressidghan the losslesgrocess (but lower
compression than tHeCT-based processes for equivalent visual fideldapy limits the reconstructeinage’s worst-case
sample error to the amount of input precision reduction.

4.5 Modes of operation

There are four distincitnodes of operatiorunder which thevarious coding processes are definsgquential
DCT-based, progressivBCT-based lossless, andhierarchical (Implementations areot required toprovide all of
these.) The lossless mode of operation was described in 4.4. The other modes of operation are compared as follows.

For the sequentidd CT-based mode, 8 8 sample blocks are typicaligput block by block fromleft to right,andblock-

row by block-row from top to bottom. After a block has been transformed by the forward DCT, quantpeepared for
entropy encoding, all 64 of itpuantizedDCT coefficients can be immediately entropy encaaled output apart of the
compressed image data (as was described in 4.3), thereby minimizing coefficient storage requirements.

For theprogressive DCT-based modex8 blocks are also typically encodedtive sameorder, but in multiplescans
through theimage. This is accomplished lylding animage-sized coefficieninemorybuffer (not shown in Figure 4)
between the quantizemd theentropy encoder. As each block is transformedhegy forwardDCT and quantized, its
coefficients are stored ithe buffer. The DCT coefficients ithe buffer arethen partially encoded in each of multiple
scans. The typical sequenceimobge presentation #te output of the decodéor sequential versugrogressive modes of
operation is shown in Figure 9.

There are two procedures by which the quantaetficients inthe buffer may bepartially encodedvithin a scan. First,

only a specifiedband of coefficients fromthe zig-zag sequenceeed be encoded. This procedure is cafipdctral
selection because each band typically contains coefficients which occupy a lower or higher pafiteafuttiecyspectrum

for that 8 x 8 block. Secondly, theoefficientswithin the current band need not be encoded to their full (quantized)
accuracy within each scan. Upon a coefficient’s first encoding, a specified number of most significant bits is encoded first.
In subsequent scans, the less significant bits are then encoded. This proceduresaadksive approximatiokither
procedure may be used separately, or they may be mixed in flexible combinations.

In hierarchical mode, aimage isencoded as a sequence fadmes These frames provideeference reconstructed
componentswhich are usually needefibr prediction in subsequenframes. Except fothe first frame for a given
component, differential frames encode the difference between soum@mponentsand reference reconstructed
components. The coding of the differenceay bedone usingonly DCT-based processes, only lossless processes, or
DCT-based processetith a final losslesprocess for each componeBtownsamplingand upsampling filtersmay be

used to provide a pyramid of spatial resolutions as shown in Figure 10. Alternatively, the hierarchical mode can be used to
improve the quality of the reconstructed components at a given spatial resolution.

Hierarchical mode offers a progressipeesentation similar to therogressive DCT-based modmut is useful in
environments whicthave multi-resolution requirements. Hierarchical mode alfers the capability of progressive
coding to a final lossless stage.
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- - -

Progressive

TISO0730-93/d009

Sequential

Figure 9 — Progressive versus sequential presentation

TISO0740-93/d010

Figure 10 — Hierarchical multi-resolution encoding

4.6 Entropy coding alternatives

Two alternative entropycoding procedures are specifielduffman coding and arithmetic codingduffman coding
procedures use Huffman tables, determined by one of the table specifications shown in Figures 1 and 2. Arithmetic coding
procedures use arithmetic coding conditioning tables, whigpalso be determined by a table specification. No default
values for Huffman tables are specified,tsat applicationsnay chmse tables appropriate fthreir own environments.

Default tables are defined for the arithmetic coding conditioning.
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The baseline sequential process udafman coding, while the extendeDCT-basedand lossless processesay use
either Huffman or arithmetic coding.

4.7 Sample precision

For DCT-based processes, two alternative sample precisions are specified: either 8 bits or 12 bits per sample. Applications
which usesampleswith other precisions can use either 8-bit or 12-bit precision by shifting their Sowage samples
appropriately. The baseline process uses only 8-bit precision. DCT-baigletheriations which handle 12-bit source

image samples are likely toneed greater computational resourcéban those which handleonly

8-bit source images. Consequently this Specificationseparate normative requirements are defifeed8-bit and

12-bit DCT-based processes.

For lossless processes the sample precision is specified to be from 2 to 16 bits.

4.8 Multiple-component control

Subclauses 4.3 and 4g#e an overview obne major part ofhe encoding and decodipgocesses — thosehich operate
on thesample values in order to achieve compression. Thamoiher major part as wellthe procedures which control
the order in which thémagedatafrom multiple components are processed to créfagecompressed datand which
ensure that the proper set of table data is applied to the pla@eunitsin the image. (A data unit issample for lossless
processes and arx8 block of samples for DCT-based processes.)

4.8.1 Interleaving multiple components

Figure 11 shows aexample ofhow an encoding process selects between multiple sonezge components agell as
multiple sets of table data, whe@erformingits encoding procedures. The souitgge inthis example consists of the
three components A, Bnd C, and therare two sets of table specifications. (This simplified view du#sdistinguish
between the quantization tables and entropy coding tables.)

A
ﬂ Encoding

process ’
[e}—

~ Source { { Compressed
image data Table speci-| |Table speci- image data
fication 1 fication 2

TISO0750-93/d011

Figure 11 — Component-interleave and table-switching control

In sequential mode, encodingrien-interleavedf the encodecompressesll imagedata units incomponent A before
beginning component B, and thentinn all of Bbefore C.Encoding isinterleavedif the encodecompresses data unit

from A, adata unitfrom B, adata unitfrom C,thenback to A, etc. These alternatives ahestrated in Figurel2, which

shows a case iwhich all threemage components havgentical dimensions: Xolumnsby Y lines,for a total of n data
units each.
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“«— X —>» “«— X —» “«— X —>»

Ar|A; Bi | B2 C1|C2

Aq Bn Cn

TISO0760-93/d012

A; A, ..A, By, B, ..B,, C;.C, ..C,

~_ 7 T~ 7 ~_ 7

Scan 1 Scan 2 Scan 3

Data unit encoding order, non-interleaved
A1,B1,C1,A2 By, Cy, ....Ap, By, Cyy

Scan 1
Data unit encoding order, interleaved

Figure 12 — Interleaved versus non-interleaved encoding order

These control procedures are also able to handle cases in which theirrageeeomponents have different dimensions.
Figure 13 shows a casewhich two of the components, &d C,have halfthe number of horizontalamples relative to
component A. In this case, two data units from A are interleaved with one each from B and C. Casesciomyunknts

of an image have more complexlationships, such as different horizoraald vertical dimensions, can bdendled as
well. (See Annex A.)

4“— X —» <+X12—» +X2»
Al A 2 B 1 B 2 C 1 C 2
Y Y Y
A n Bn/2 Cn/2

TISO0770-93/d013

Al' A2' Bl' Cl' A3' A4' BZ’ C2’ '"'An»l’ An’ Bn/2’ Cn/2

~_

Scan 1
Data unit encoding order, interleaved

Figure 13 — Interleaved order for components with different dimensions
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4.8.2 Minimum coded unit

Related to the concepts wfultiple-component interleave the minimum coded uni(MCU). If the compressed image
data is non-interleaved, the MCU is defined to be one w@iita For example, in Figure 12he MCU for the non-
interleaved case is a single data unit. If the compressed data is interthavd@;U contains one anoredata unit§rom
each component. For the interleaved case in Figure 12, the (first) MCU consists of the three interleaved dat®8units A
C1. In the example of Figure 13, the (first) MCU consists of the four data unitdA B;, Ci.

4.9 Structure of compressed data

Figures 1, 2, and 3 all illustragtightly different views of compressed imadgta. Figure 1 shows this data as the output
of an encoding process, Figure 2 shows it as the input to a decoding paodeBggure 3 showsompressed imaggata
in the interchange format, at the interface between applications.

Compressed imag#ata are described by a uniform structanel set oparameterdor both classes @ncoding processes

(lossy or losslessandfor all modes of operatio(sequential, progressive, losslessd hierarchical)The various parts of

the compressed imagdata are identified by specidlo-byte codes callednarkers Some markers are followed by
particular sequences of parameters, ath@rcase of table specificationsame headeror scan headerOthers are used

without parameters for functions such as marking the start-of-image and end-of-image. When a marker is associated with a
particular sequence of parameters, the marker and its parameters comyaikerasegment

The data created by tlemtropy encoder are also segmentad] one particulamarker —the restart marker is used to

isolateentropy-coded dataegmentsThe encoder outputs the restadrkers, intermixeevith the entropy-coded data, at
regular restart intervalsof the sourceémage data. Restarmarkers can bédentified without having to decode the
compressed data to find them. Because they can be independently decodkdye¢happlication-specifiases, such as
parallel encoding or decoding, isolation of data corruptions, and semi-random access of entropy-coded segments.

There are three compressed data formats:
a) the interchange format;
b) theabbreviated formator compressed image data;

c) the abbreviated format for table-specification data.
4.9.1 Interchange format
In addition to certain requirettarker segment@nd theentropy-coded segmentbe interchangérmatshall include the
marker segments foall quantization andentropy-coding table specifications neededtiy decoding process. This

guarantees that @ampressed imagean cross the boundary between application environments, regardless of how each
environment internally associates tables with compressed image data.

4.9.2  Abbreviated format for compressed image data
The abbreviated format for compressed image data is identical to the interchange format, except that it does not include all

tables requiredor decoding.(It may include some ofthem.) Thisformat isintendedfor use within applications where
alternative mechanisms are available for supplying some or all of the table-specification data needed for decoding.

4.9.3  Abbreviated format for table-specification data

This format contains only table-specification data. It is a meanw/lugh the applicationomay install in the decoder the
tables required to subsequently reconstruct one or more images.

4.10 Image, frame, and scan

Compressed imagéata consists of only one image. Anagecontains only ondrame inthe cases of sequential and
progressive coding processes; an image contains multiple frames for the hierarchical mode.

A framecontains one omorescans. For sequential processes, a scan contaimspete encoding of one orore image
components. In Figures 1&2nd 13, theframe consists of three scans when non-interleaved, and one scan if all three
components are interleaved together. frame could also consist of two scans: one with a non-interleaeetponent,

the other with two components interleaved.
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For progressive processes, a scan contains a partial encoding of alhidstaom one ormore image components.
Components shall not be interleavedpirogressive mode, except fthie DC coefficients inthe first scanfor each
component of a progressive frame.

4.11  Summary of coding processes

Table 1 provides a summarytbie essential characteristics of tragious coding processes specifiedhits Specification.
The full specification of these processes is contained in Annexes F, G, H, and J.

Table 1 — Summary: Essential characteristics of coding processes

Baseline process (required for all DCT-based decoders)

DCT-basedrocess

Source imge: 8-bit sarples within each coponent
Seyuential

Huffman codig: 2 AC and 2 DC tables

Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

Extended DCT-based processes

DCT-basedrocess

Source imge: 8-bit or 12-bit saples

Seguential orprogressive

Huffman or arithmetic codm 4 AC and 4 DC tables
Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

Lossless processes

Predictiveprocess (not DCT-based)

Source imge: P-bit sarples (2< P < 16)

Seguential

Huffman or arithmetic codm 4 DC tables

Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans

Hierarchical processes

Multiple frames (non-differential and differential)

Uses extended DCT-based or lossf@sgesses

Decoders shafprocess scans with 1, 2, 3, and 4 poments
Interleaved and non-interleaved scans
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5 Interchange format requirements

The interchangdormat is the coded representation ocbmpressed imageata for exchange between application
environments.

The interchangéormatrequirements are thany compressed imagiata represented in intercharfgamat shall comply
with the syntax and code assignments appropriate for the decoding process selected, as specified in Annex B.

Tests for whether compressed image data comply with these requirements are specified in Part 2 of this Specification.

6 Encoder requirements

An encoding process converts souirbagedata to compressarthagedata. Each of Annexes F, G, H, andpé&cifies a
number of distinct encoding processes for its particular mode of operation.

An encoder is an embodiment of one (or moreghefencodingrocesses specified in Annexes F, G, H, or J. In order to
comply with this Specification, an encoder shall satisfy at least one of the following two requirements.

An encoder shall

a) with appropriate accuracy, convert source imdgta to compressdthage data whichcomply with the
interchange format syntax specified in Annex B for the encoding process(es) embodied by the encoder;

b) with appropriate accuracy, convert source imdgta to compressdthage data whichcomply with the
abbreviated format for compressed imag¢a syntax specified in Annex Br the encodingorocess(es)
embodied by the encoder.

For each of the encodimgocesses specified in Annexes F, GaHd J, theeompliance tests fdhe aboverequirements
are specified in Part 2 of this Specification.

NOTE — There iso requirement in this Specification thatany encoder which embodies one of #reoding processes
specified in Annexes F, G, H, or J shall be able to operate foaraes of the parameters which atlwed for that process. An
encoder is only required to meée compliancetestsspecified inPart 2, and t@enerate the compressddtaformat according to
Annex B for those parameter values which it does use.

7 Decoder requirements

A decoding process converts compresiedge data to reconstructeinage data. Each of Annexes F, G, H, and J
specifies a number of distinct decoding processes for its particular mode of operation.

A decoder is an embodiment of one (or morejhef decodingprocesses specified in Annexes F, G, H, or J. In order to
comply with this Specification, a decoder shall satisfy all three of the following requirements.

A decoder shall

a) with appropriate accuracy, convert to reconstructed irdag@any compressed imagkata withparameters
within the range supported by the application, and wicimmply with the interchangdormat syntax
specified in Annex B for the decoding process(es) embodied by the decoder;

b) acceptandproperly store any table-specificatidata whichcomply with the abbreviated format for table-
specification data syntax specified in Annex B for the decoding process(es) embodied by the decoder;

c) with appropriate accuracy, convert to reconstruateaijedataany compressed imagkata whichcomply
with the abbreviated format for compressed imalgga syntax specified in Annex f#r the decoding
process(es) embodied by the decoder, provided that the table-specification data ferdeedding the
compressed image data has previously been installed into the decoder.

Additionally, any DCT-based decoder, if it embodies any DCT-based decoding procesthathbaseline sequential,
shall also embody the baseline sequential decoding process.

For each of the decodimgocesses specified in Annexes F, GaHd J, theeompliance tests fdhe aboverequirements
are specified in Part 2 of this Specification.

CCITT Rec. T.81 (1992 E) 23



ISO/IEC 10918-1 : 1993(E)

Annex A
Mathematical definitions

(This annex forms an integral part of this Recommendation | International Standard)

A.l Source image

Source images to which the encoding processes specified in this Specification can be applied are defined in this annex.

A.1.1 Dimensions and sampling factors

As shown in Figure A.1, a sour@®age isdefined to consist of Nf components. Each componeith, unique identifier

Ci, is defined to consist of a rectangular array of samplgsoaalumns byy; lines. The component dimensions are derived
from two parametersX andY, whereX is themaximum ofthe x; valuesandY is themaximum ofthe y; values for all
components irthe frame.For each component, sampling factbksandV; are defined relating component dimensigns
andy; to maximum dimensions andY, according to the following expressions:

- | x x H; q Y x \%
XI - HmaX an yl VmaX '

whereHmaxandV maxare the maximum sampling factors for all components in the framéJj@adhe ceiling function.

As an example, consider an image having 3 components with maximum dimensions of 512 lines and 512 samples per line,
and with the following sampling factors:

Component0 Ho =4 Vg =1
Component 1 H =2 VvV, =2
Component 2 H, =1 V, =1

ThenX =512,Y=512,Hmax= 4, Vmax= 2, andx; andy; for each component are

Component 0 Xg = 512 yp = 256
Componentl X, = 256 y; = 512
Component2 X, = 128 y, = 256

NOTE — TheX, Y, H;, andV, parameters are contained in the frame header of the compiessgsidata (seeB.2.2),
whereas the individual component dimensigrandy; arederived bythe decoder. Source images wittandy; dimensions which do
not satisfy the expressions above cannot be properly reconstructed.

A.1.2  Sample precision

A sample is an integavith precision P bits, witlany value inthe range 0 throughP2 1. All samples ofll components
within animageshall havethe same precision FRestrictions on th@alue of P depend othe mode of operation, as
specified in B.2 to B.7.

A.1.3 Data unit

A data unit is ample in lossless processasl an8 x 8 block of contiguous samples in DCT-based processedefthe
most 8 samples of each of the top-most 8 rows in the component shall always be the top-left-most block.tuyitlefthis
most block aghe reference, theomponent is partitioned into contiguous daréts to the right and to thigottom (as

shown in Figure A.4).

A.1.4  Orientation

Figure A.1 indicates the orientation of immage component bihe terms top, bottom, lefand right. The order by which

the data units of aimage component aiaput to thecompression encoding procedures is defined to be left-to-right and
top-to-bottom within the component. (This ordering is precisely definéddr) Applications determine which edges of a
source image are defined as top, bottom, left, and right.
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Ci Top
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I Let| = ° Yi Right
CNf
Chnt1 ¢ Xi
1C, .
C; Bottom  TISO0780-93/d014
a) Source image with multiple components b) Characteristics of an image component

Figure A.1 — Source image characteristics

A.2 Order of source image data encoding

The scan header (see B.2spgcifiesthe order by which sourdmagedata units shall be encoded and placed within the
compressed imagdata. For a given scan,tife scan headg@arameter Ns 1, then datdrom only one source component

— thecomponent specified by parameten Esshall be present within the scan. This data is non-interleaved by definition.
If Ns > 1, then dat&rom the Nscomponents Gsthrough Cgs shall be present within the scan. This data stathys be
interleaved. The order of components in a scan shall be according to the order specified in the frame header.

The ordering of data units and the construction of minimum coded units (MCU) is defined as follows.

A.2.1  Minimum coded unit (MCU)

For non-interleaved data the MCU is one data unit. For interleaved data the MCU is the sequence of data units defined by
the sampling factors of the components in the scan.

A.2.2  Non-interleaved order (Ns=1)

When Ns=1 (where Ns is the number of components in a scan), the order of data units within a scarestiattight
and bp-to-bottom, asshown in Figure A.2. This orderingpplies whenever Ns 1, regardless of thealues of
Hq and \.

Top
LA =
—
Left | o4=8——e——0——o——e—»s | Rt
%ffs o——o_pe
—

Bottom TISO0790-93/d015

Figure A.2 — Non-interleaved data ordering
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A.2.3 Interleaved order (Ns > 1)

When Ns > 1, each scammponent Gsis partitioned into small rectangularrays of ki horizontal data units by g/
vertical dataunits. The subscripts k indicate thag EInd \f are from the position in theframe header component-
specification fowhich G, = Cg. Within each K by V array, dataunits are orderettom left-to-right andtop-to-bottom.
The arrays in turn are ordered from left-to-right and top-to-bottom within each component.

As shown in the example of Figure A.3, N4, and MCU consists of data units taken fifgtm the top-left-most region
of Cg, followed by data units from the corresponding region of @&nfrom Cg and therfrom Cs. MCU5 follows the
same ordering for data taken from the next region to the right for the four components.

Cs;tH; =2,V =2 Cs,H,=2,V,=1 CsyiHz=
2 3 4 5 o 1 2 4 5

0o 1 3 0
PR PO I poves e oo TN 1
et Ir
[ ]

o o o 3

TISO0800-93/d016

MCU, = dgo dgy dip diy ddo dyr dio dio doo.
MCU, = dtl)z d[1)3 d%z d%3 dSz dS3 dgl d?l dgl!
MCU, = dy, dgs di, dis db, dbs dg, d3, dg,,
MCU, = dj, d3; dyy 03y dio 0%y d3 dyy dip,

Cs, data units Cs, Cs; Cs,

Figure A.3 — Interleaved data ordering example

A.2.4  Completion of partial MCU

For DCT-based processes the data unit is a blockidfnot a multiple of 8, the encoding process shall extenduhwber

of columns to complete the right-most sample blocks. If the component is to be interleaved, the encoding process shall also
extend the number dlamples by one anoreadditional blocks, if necessary, so that the numbdilaafks is an integer

multiple of H. Similarly, if y; is not a multiple of 8, the encodipgocess shall exterttie number of lines toomplete the
bottom-most block-row. lthe component is to be interleavatie encodingprocess shall also extetite number of lines

by one or more additional block-rows, if necessary, so that the number of block-rows is an integer mulitiple of V

NOTE - It is recommended that any incomplete MCUs be completed by replication of the right-mostasadthenbottom
line of each component.

For lossless processti®e data unit is gample. Ifthe component is to be interleavettie encodingprocess shall extend
the number obamples, if necessary, gt the number is a multiple of.Hsimilarly, the encodingrocess shall extend
the number of lines, if necessary, so that the number of lines is a multiple of V

Any sample added by an encoding process to complete partial MCUs shall be removed by the decoding process.

A3 DCT compression

A.3.1 Level shift
Before a non-differentidfame encoding process computée FDCTfor a block of source image samplése samples

shall be level shifted to a signed representation by subtra¢ting @here P is the precision parameter specified in B.2.2.
Thus, when B 8, the level shift is by 128; when=P12, the level shift is by 2048.
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After a non-differential frame decoding process compiltetDCT and produces block of reconstructeninage samples,
an inverse level shifthall restore theamples tdhe unsigned representation by addifg 2 andclampingthe results to
the range 0 toP2- 1,

A.3.2  Orientation of samples for FDCT computation

Figure A.4 shows aimage componenthich has been partitioned inox 8 blocks forthe FDCT computations. Figure
A.4 also defines the orientation of the samples within a block by showing the indices used in the FDCT equation of A.3.3.

The definitions of block partitioningnd sampleorientation alscapply to any DCTdecoding procesand the output
reconstructed image. Any sammeded by an encodingrocess to complete partiMCUs shall beremoved by the
decoding process.

C; Top

( == ) Soo So1 * i ®  Sor

I~ Si0 Su ® M ® Sy

| [ ] [ ] ®

Left ' Right

| [ 2 [ 2 ®

[ ] [ ] [ ]
S70 St ® ° ® Sz

,,,,,,,,,,,,, TISO0810-93/d017

Bottom

Figure A.4 — Partition and orientation of 8 x 8 sample blocks

A.3.3 FDCT and IDCT (informative)

The following equations specify the ideal functional definition of the FDCT and the IDCT.

NOTE — These equations contain terms which cannot be represented with perfect accargcyelyimplementation. The
accuracy requirements for the combiddCT and quantization procedures aspecified inPart 2 of thisSpecification. The accuracy
requirements for the combined dequantization and IDCT procedures are also specified in Part 2 of this Specification.

FDCT: Sw :% C, Q,éo éo $x COS (2xI61)un cos (Zyirﬁl)vn
1 77 (2x + D ur (2y+ W
IDCT: Sy = 7 uzo \ZO Q G §ucos—7g— cos——¢
where
C,.C, :1/\/5 for yuv=0
C,.C, =1 otherwise
otherwise.

A.3.4 DCT coefficient quantization (informative)and dequantization(normative)
After the FDCT is computefibr a block, each athe 64 resultindCT coefficients isquantized by a uniform quantizer.

The quantizer step sifer each coefficien§,y is thevalue ofthe corresponding eleme@,, from the quantization table
specified by the frame parameleg (see B.2.2).
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The uniform quantizer is defined by the following equation. Rounding is to the nearest integer:

Sq, = round(é\’:)

Squ is the quantized DCT coefficient, normalized by the quantizer step size.

NOTE — This equation contains a term which may not be represented with perfect accuracy by any real implementation. The
accuracy requirements for the combined FDCT and quantization procedures are specified in Part 2 of this Specification.

At the decoder, this normalization is removed by the following equation, which defines dequantization:
RVU = Scl/u x QJU

NOTE — Depending othe rounding used in quantization, it is possible that the dequacteéfitientmay be outside the
expected range.

The relationship among samples, DCT coefficients, and quantization is illustrated in Figure A.5.

A.3.5 Differential DC encoding

After quantizationand inpreparation for entropy ending, the quantized DCoefficient Sqg is treated separatefyom

the 63 quantized AC coefficients. Thaluethat shall be encoded is the difference (DIFF) between the quantized DC
coefficient ofthe currentblock OC; which is also designated asgggand that of theprevious block ofthe same
component (PRED):

DIFF = DC; - PRED

A.3.6  Zig-zag sequence

After quantizationand inpreparation for entropy endimg, the quantized ACoefficients are converted the zig-zag
sequence. The quantized R@Gefficient (coefficient zero ithe array) is treated separately, as definedid.5. The zig-
zag sequence is specified in Figure A.6.

A.4 Point transform

For various procedures datzay beoptionally divided by a power of 2 by a point transform prior to coding. There are
three processeshich require a pointransform: lossless coding, lossless differerftiaime coding in the hierarchical
mode, and successive approximation coding in the progressive DCT mode.

In the losslessnode of operatiorthe pointtransform is applied tohe inputsamples. Irthe difference coding of the
hierarchical mode of operatidhe pointtransform is applied tthe difference between the inprdmponent samples and
the reference component samples. In both cases the point transform is an integer dRidetire Pt is thealue of the
point transform parameter (see B.2.3).

In successive approximation coding the point transform for the AC coefficients is an integer dividevidye2e Al is the
successive approximation bit position, low (8#2.3). The pointransform forthe DCcoefficients is an arithmetic-shift-
right by Al bits. This is equivalent to dividing bythefore the level shift (see A.3.1).

The output of the decoder is rescaled by multiplying By&n example of the point transform is given in K.10.
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FDCT Quantize
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(after level shift)
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IDCT Dequantize
Reconstructed image samples Dequantized DCT coefficients Received quantized DCT coefficients
(before level shift)

Figure A.5 — Relationship between 8 x 8-block samples and DCT coefficients

CCITT Rec. T.81 (1992 E) 29



ISO/IEC 10918-1 : 1993(E)

0 1 5 6 14 15 27 28
2 4 7 13 16 26 29 42
3 8 12 17 25 30 41 43
9 11 18 24 31 40 44 53
10 19 23 32 39 45 52 54
20 22 33 38 46 51 55 60
21 34 37 47 50 56 59 61
35 36 48 49 57 58 62 63

Figure A.6 — Zig-zag sequence of quantized DCT coefficients

A5 Arithmetic procedures in lossless and hierarchical modes of operation

In the lossless mode of operation predictions are calculated with full preaigionithoutclamping of eitheoverflow or
underflow beyond the range of values allowed by the precision of the khpuever,the division by two which is part of
some of the prediction calculations shall be approximated by an arithmetic-shift-right by one bit.

The two’s complement differenceghich are coded in either the losslesede of operation othe differentialframe
coding in the hierarchicahode of operation are calculated modulo588, thereby restrictinghe precision of these
differences to a maximum of Iits. The modulo values are calculated by perfornirgglogical AND operation of the
two’'s complement differencwith X'’FFFF'. For purposes of coding, the result is still interpreted as a 16 bit two’s
complement differencéviodulo 65 536arithmetic is also used in the decoder in calculating the ofratthe sum of

the prediction and this two’s complement difference.
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Annex B

Compressed data formats

(This annex forms an integral part of this Recommendation | International Standard)

This annex specifies three compressed data formats:

a) the interchange format, specified in B.2 and B.3;
b) the abbreviated format for compressed image data, specified in B.4;
c) the abbreviated format for table-specification data, specified in B.5.

B.1 describes the constitugrdrts of these formatB.1.3 and B.1.4jive the conventiongor symbolsandfigures used in
the format specifications.

B.1 General aspects of the compressed data format specifications

Structurally, thecompressed dafarmatsconsist of an ordered collection of parameters, markesentropy-coded data
segments. Parameters and markers in turn are often organizethikier segments. Becauaeof these constituent parts
are represented withyte-aligned codes, each compressed fitaiaat consists of an ordered sequence of 8-bit bytes. For
each byte, a most significant bit (MSB) and a least significant bit (LSB) are defined.

B.1.1  Constituent parts

This subclause gives a general description of each of the constituent parts of the compressed data format.

B.1.1.1 Parameters

Parameters are integemsith values specific tdhe encoding process, souriceage characteristicand otherfeatures
selectable by the application. Parameters are assigned eitherl4¥ig, or 2-byte codes. Except for certain optional
groups of parameters, parameters encode critical informatithout which the decodingrocess cannoproperly
reconstruct the image.

The code assignment for a paramsteall be an unsigned integer of the specified length in bits with the partialdar
of the parameter.

For parameters/hich are 2bytes(16 bits) in length, thamost significantoyte shall comefirst in thecompressed data’s
ordered sequence of bytes. Parameddich are 4 bits in lengthlways come impairs, and thepair shallalways be
encoded in a single byte. The first 4-bit parametehefpair shalbccupythe most significant 4 bits of the byte. ithin
any 16-, 8-, or 4-bit parameter, the MSB shall come first and LSB shall come last.

B.1.1.2 Markers

Markers serve to identifihe various structural parts tifie compressed data formats. Mosarkers start marker segments
containing a related group of parameta@ane markerstand alone. Almarkers are assignédo-byte codes: aX'FF’
byte followed by a bytevhich is not equal to 0 or X'FF’ (seéableB.1). Any markermay optionally be preceded by any
number of fill bytes, which are bytes assigned code X'FF'.

NOTE - Because of this special code-assignment structure, markers make it possilwlecoder tparse the compressed
data and locate its various parts without having to decode other segments of image data.

B.1.1.3 Marker assignments
All markersshall be assignetivo-byte codes: X'FF' byte followed by esecondbyte which is not equal to 0 or X'FF'.

The secondbyte is specified in TablB.1 for eachdefined marker. An asterisk (*) indicatesnarkerwhich stands alone,
that is, which is not the start of a marker segment.
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Table B.1 — Marker code assignments

Code Assignment

Symbol

Description

Start Of Frame markers, non-differential, Huffman coding
X' FFCO’ SOk Baseline DCT
X'FFC1’ SOR Extended sequential DCT
XFFC2’ 28':2 Progressive DCT
X'FFC3 E Lossless (sequential)
Start Of Frame markers, differential, Huffman coding
X'FFC5’ SOFK Differential sequential DCT
X'FFC6’ SOFs Differential progressive DCT
X'FFCT SOF Differential lossless (sequential)
Start Of Frame markers, non-differential, arithmetic coding
X'FFC8' JPG Reserved for JPEG extensions
X'FFCY' SOk Extended sequential DCT
X'FFCA’ 28':10 Progressive DCT
X'FFCB’ F1 Lossless (sequential)
Start Of Frame markers, differential, arithmetic coding
X'FFCD’ SOR3 Differential sequential DCT
X'FFCE’ SOFR4 Differential progressive DCT
X'FFCF SOhs Differential lossless (sequential)
Huffman table specification
X'FFC4’ DHT Define Huffman table(s)
Arithmetic coding conditioning specification
X'FFCC’ DAC Define arithmetic coding conditioning(s)

Restart interval termination

X'FFDO’ through X'FFD7’ RST* Restart with modulo 8 count “m”
Other markers

X'FFD8' SOI* Start of imae
X'FFD9’ EOI* End of imaye
X'FFDA' SOs Start of scan
X'FFDB’ DQT Definequantization table(s)
X'FFDC’ DNL Define number of lines
X'FFDD’ DRI Define restart interval
X'FFDE’ DHP Define hierarchicaprogression
X'FFDF EXP Expand reference coponent(s)
X'FFEOQ’ through X'FFEF’ APP, Reserved forgplication sgments
X'FFFOQ’ through X'FFFD’ JPG, Reserved for JPEG extensions
X'FFFE’ COM Comment

Reserved markers
X'FF01’ TEM* For tenporaly private use in arithmetic codin
X'FF02’ through X’FFBF’ RES Reserved

32
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B.1.1.4 Marker segments

A marker segment consists of a marker followed by a sequence of related parameters. The first parameatdein a
segment ighe two-byte length parameter. This lengpiarameter encoddhe number obytes inthe marker segment,
including the lengttparameteand excluding théwo-byte marker. The marker segmeiatsntified by the SOF and SOS
marker codes are referred to as headers: the frame header and the scan header respectively.

B.1.1.5 Entropy-coded data segments

An entropy-coded data segment contdhres output of arentropy-coding procedure. It consists of an integer number of
bytes, whether the entropy-coding procedure used is Huffman or arithmetic.

NOTES

1  Making entropy-coded segments an integer number of bytes is perforrfaibwas: for Huffman coding, 1-bits are
used, if necessary, to pad the end of the compressed data to cahgpfetel byte of a segment. For arithmetic coding, byte alignment
is performed in the procedure which terminates the entropy-coded segment (see D.1.8).

2 Inorder to ensure that a marker does not occur within an entropy-coded segment, any X'FF’ byte generated by either a
Huffman or arithmetic encoder, or &FF' byte that was generated by the padding of 1-bits describd@TE 1 above, is followed
by a “stuffed” zero byte (see D.1.6 and F.1.2.3).

B.1.2  Syntax

In B.2 and B.3 the interchand@rmat syntax is specifiedtor the purposes of this Specification, Hymtax specification
consists of:

— the required ordering of markers, parameters, and entropy-coded segments;

— identification of optional or conditional constituent parts;

— the name, symbol, and definition of each marker and parameter;

— the allowed values of each parameter;

— any restrictions on the above which are specific to the various coding processes.

The ordering of constituent parsd the identification of whiclare optional or conditional is specified by thntax
figures in B.2 and B.3. Names, symbols, definitions, allowed values, conditions, and restrictions are specified immediately
below each syntax figure.

B.1.3  Conventions for syntax figures

The syntax figures in B.2 and B.3 are a part of the interchange format specification. The following conventions, illustrated
in Figure B.1, apply to these figures:

— parameter/marker indicator: A thin-lined box encloses either a marker or a single parameter;

— segment indicator: A thick-linedbox enclosegither amarker segment, an entropy-codéata segment,
or combinations of these;

— parameter length indicator: The width of a thin-linedox is proportional tahe parametetength (4, 8,
or 16 bits, shown as E, B, andrBspectively inFigure B.1) of themarker or parameter it encloses; the
width of thick-lined boxes is not meaningful;

— optional/conditional indicator: Square brackets indicate thatngarker or marker segment is only
optionally or conditionally present in the compressed image data;

— ordering: In the interchang®rmat a parameter or mark&hown in a figure precedes all of those shown
to its right, and follows all of those shown to its left;

— entropy-coded data indicator: Angled brackets indicate that the entity enclosed has keatopy
encoded.

I I
[B] D E|F
|

TISO0830-93/d019

[Optlonal ]

Segment segment

Figure B.1 — Syntax notation conventions
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B.1.4  Conventions for symbols, code lengths, and values

Following each syntax figure iB.2 and B.3, thesymbol, nameand definitionfor each markeand parameter shown in
the figure are specified. For each parameter, the length and allowed values are also specified in tabular form.

The following conventions apply to symbols for markers and parameters:
— all marker symbols have three upper-case letters, and some also have a subscript. Examples;; SOI, SOF

— all parametesymbols haveone upper-case lettespme also havene lower-case letteand some have
subscripts. Examples: Y, Nf,iHlg.

B.2 General sequential and progressive syntax

This clause specifiethe interchangdormat syntaxwhich applies to all codingrocesses fosequential DCT-based,
progressive DCT-based, and lossless modes of operation.

B.2.1  High-level syntax

Figure B.2specifiesthe order of the high-level constituent parts of the interchdogeat for all non-hierarchical

encoding processes specified in this Specification.

Compressed image data

I I
SOl Frame EOI
- Frame T
Tables/ DNL
[ise. ] Frame header Scan | [segment] [Scan,] [Scan ¢
- Scan ) .
- | |
[TI’?\?S'?:S/ ] Scan header I-ECSO RSTO ECS last-1 RST Iast-l] ECS last
Entropy-coded segment o T R - " Entropy-coded segment last
<MCU >, <MCU >, <MCU <MCU >, <MCU,, 4 1>, <MCU .2

TISO0840-93/d020

Figure B.2 — Syntax for sequential DCT-based, progressive DCT-based,
and lossless modes of operation

The three markers shown in Figure B.2 are defined as follows:

SOI: Start ofimage marker Marks the start of aompressed image representedhia interchangéormat or
abbreviated format.

EOI: End ofimage marker Marks the end of @ompressed image representedha interchangdéormat or
abbreviated format.

RSTn: Restartmarker — Aconditionalmarkerwhich is placed betweegntropy-coded segments only if restart
is enabled. There areuique restarimarkers (m = 0 - 7yvhich repeat in sequené®m 0 to 7,starting with
zero for each scan, to provide a modulo 8 restart interval count.

The top level of Figur®.2 specifiesthat the non-hierarchical interchanfpemat shall begin with an SOmarker, shall
contain one frame, and shall end with an EOI marker.
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The second level of Figure B.2 specifies that a frame shall begin Wwameaheader and shall contain onensorescans.
A frame headermay bepreceded by one anore table-specification or miscellaneous marker segments as specified in
B.2.4. If a DNL segment (see B.2.5) is present, it shall immediately follow the first scan.

For sequential DCT-basexhdlossless processes each scan shall cofr@mimone to four image components. If two to
four components are contain@dthin a scanthey shall be interleavedithin the scan. Foprogressive DCT-based
processes each image component is only partially contained within any one scan. Only the first staa(®nfiponents
(which contain only DC coefficient data) may be interleaved.

Thethird level of FigureB.2 specifiesthat a scan shall begin with a scan header and shall contain or@eoentropy-

coded data segments. Each scan headgr bepreceded by one anore table-specification or miscellaneous marker
segments. If restart is not enabled, there shall be only one entropy-coded dmpneme labeled “last”), and no restart
markersshall be present. If restart is enabled, the numbenwbpy-coded segments is definedtihy size of themage

and the defined restart interval. In this case, a restart marker shall follow each entropy-coded segment except the last one.

The fourth level of FigureB.2 specifiesthat eachentropy-coded segment is comprised of a sequenantobpy-
coded MCUs. If restart is enabled and the restéetval is defined to be Ri, eaeimtropy-coded segment exceipe last
one shall contain Ri MCUs. The last one shall contain whatever number of MCUs completes the scan.

Figure B.2specifiesthe locations where table-specificatisegmentsnay be presentHowever,this Specificatiorhereby
specifiesthat the interchangérmat shall contain all table-specification data necesdarydecoding thecompressed
image. Consequently, the required table-specificationstestthbe present at one or more of the allowed locations.

B.2.2  Frame header syntax

Figure B.3 specifies the frame header which shall be present at the start of a frathead#ispecifiethe sourcémage
characteristics (see A.1), tltemponents irthe frame,and thesampling factors for each componeand specifies the
destinations from which the quantized tables to be used with each component are retrieved.

Frame header
I I I I
SOF, Lf P Y X Nf

Component-specification
parameters

.- - / Frame component-specification parameters

I I I
Cy Hylvy| Tay C, [HpIV,| Ta, T Cni |Hntl V| Tang
| | |

TISO0850-93/d021

Figure B.3 — Frame header syntax

The markerandparameters shown in FiguBe3 are defined below. The siznd allowedvalues of each parameter are
given in Table B.2. In Table B.2 (and similar tables which follow), value choices are separatedgye.g. 8,12) and
inclusive bounds are separated by dashes (e.g. 0 - 3).

SOFR,: Start of frame marker — Marks the beginning offtaene parameter3.he subscript n identifies whether
the encodingprocess is baseline sequential, extended sequential, progressive, or lossless, ashiell as
entropy encoding procedure is used.

SOFy. Baseline DCT
SOF;:  Extended sequential DCT, Huffman coding

SOF;:  Progressive DCT, Huffman coding
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SOFRs:  Lossless (sequential), Huffman coding

SOFRy:  Extended sequential DCT, arithmetic coding

SOF1o: Progressive DCT, arithmetic coding

SOF11:  Lossless (sequential), arithmetic coding

Lf: Frame header length — Specifies the length of the frame header shown in Figure B.3 (see B.1.1.4).
P: Sample precision — Specifies the precision in bits for the samples of the components in the frame.

Y: Number of lines — Specifies tleaximum number ofines in the sourcénage. Thisshall be equal to the
number of lines in theomponentvith the maximum number of vertical samplesee A.1.1). Value 0 indicates
that the number of lines shall be defined by B¢ markerand parameters ahe end of thdirst scan (see

B.2.5).

X: Number of samples péne — Specifies thenaximum number of samples gdare in the sourcémage. This
shall be equal to the number sdmples peline in thecomponentwith the maximum number ohorizontal
samples (see A.1.1).

Nf: Number of image components flame —Specifies the number of sourteage components ithe frame.
The value of Nf shall be equal the number of sets dfame component specification parameters K5 Vi,
and Tq) present in the frame header.

Ci: Component identifier — Assignsumiquelabel to theith component irthe sequence dfame component
specification parameters. These values shalideel in the scan headers to identify ¢tbenponents irthe scan.
The value of €shall be different from the values of @rough G- 1.

Hi: Horizontal sampling factor — Specifighe relationship between theomponent horizontal dimension
and maximum imagdimension X (see A.1.1); alspecifiesthe number of horizontal dataits ofcomponent
Cj in each MCU, when more than one component is encoded in a scan.

Vi: Vertical sampling factor — Specifiethe relationship between theomponent vertical dimension and
maximum imagedimension Y (see A.1.1); alspecifiesthe number of vertical datanits of component €in
each MCU, when more than one component is encoded in a scan.

Tgi: Quantization table destination selector — Specifies one of four possible quantization table destinations
from which the quantization table to ufse dequantization of DCT coefficients of componeniCretrieved. If

the decodingrocess usethe dequantization procedure, this table shalle beerinstalled in this destination

by the time the decoder is ready to decttdescan(s) containingpmponent € The destination shall not be re-
specified, or its contents changed, until all scans containihgv@ been completed.

Table B.2 — Frame header parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lf 16 8+ 3 x Nf
P 8 8 8, 12 8, 12 2-16
Y 16 0-65 535
X 16 1-65 535
Nf 8 1-255 1-255 1-4 1-255
G 8 0-255
Hi 4 1-4
Vi 4 1-4
Tq; 8 0-3 0-3 0-3 o

36 CCITT Rec. T.81 (1992 E)



ISO/IEC 10918-1 : 1993(E)
B.2.3  Scan header syntax

Figure B.4 specifiesthe scan header which shall be present at the start of a scan. This &eeciées which

component(s) are contained in the scapgcifiesthe destinationdrom which theentropy tables to based with each
component are retrievednd (for the progressive DCTyvhich part of theDCT quantizedcoefficient data is contained in
the scan. For lossless processes the scan parameters specify the predictor and the point transform.

NOTE - If there is only one image component present in a scan, that componewleinibign, non-interleaved. If there is
more than one image component present in a scan, the components present are, by definition, interleaved.

Scan header
I I I
Component-specification
SOS Ls Ns parameters Ss Se | Ah : Al

Scan component-specification parameters .
| | ] 1 |

CSl lelTal CSZ szlTaz oo . CSNS ‘| | '|
| | - ] |

I " T1S00860-93/d022
Tdys Tays

Figure B.4 — Scan header syntax

The markerand parameters shown in FiguBz4 are defined below. The siznd allowedvalues of each parameter are
given in Table B.3.

SOS: Start of scan marker — Marks the beginning of the scan parameters.
Ls: Scan header length — Specifies the length of the scan header shown in Figure B.4 (see B.1.1.4).

Ns: Number of image components in scan — Spedifiesiumber of sourdenage components ithe scan. The
value of Ns shall be equal tbe number of sets of scaomponent specification parameters;(Jsj, and Tg
present in the scan header.

Cs: Scan component selector — Selagtich of the Nfimage components specified time frame parameters
shall be thgth component ithe scan. Each €shall match one of thej @alues specified ithe frameheader,
and the ordering in the scan header sfalbw the ordering in thdrame header. If Ns > 1, the order of
interleaved components the MCU is Cs first, C$ second, etc. If Ns > 1, the following restriction shall be
placed on the image components contained in the scan:

NS
> Hj xV <10,
=

where H and \ are the horizontahndvertical sampling factors for scan component j. These sampling factors
are specified in thetameheadeifor component i, where i ithe frame component specificatiomdex for which
frame component identifierj@atches scan component selectqr Cs

As an example, consider amage having 3 componentsith maximum dimensions of512 lines and
512 samples per line, and with the following sampling factors:

ComponentO Ho =4 V=1
Component 1 Hp =1 V, =2
Component 2 H, =2 V, =2

Then the summation ofjbt Vjis (4x 1)+ (1 x 2) + (2 x 2) = 10.

The value of Gsshall be different from the values ofGs Cg_ ;.
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Tdj: DC entropy coding table destination selector — Specifies one of four possible DC entropy coding table
destinationsfrom which theentropy table needefibr decoding of the DQoefficients of component Cés
retrieved. The DC entropy table shhlive beennstalled in this destination (s&:2.4.2 and B.2.4.3) by the

time the decoder igeady to decodéhe current scan. Thiparameter specifiethe entropy coding table
destination for the lossless processes.

Ta;: AC entropy coding table destination selector — Specifies one of four possible AC entropy coding table
destinationsfrom which theentropy table needefibr decoding of the ACcoefficients of component Cés
retrieved. The AC entropy table selected shaile beerinstalled in this destination (s&2.4.2 and B.2.4.3)

by the time the decoder is ready to decode the current scan. This parameter is zero for the lossless processes.

Ss: Start of spectral or predictor selection — In B@T modes of operatiorthis parameter specifiethe first
DCT coefficient in each block in zig-zag ordehich shall be coded in the scan. Thagameteshall be set to
zero forthe sequentiaDCT processes. Ithe losslessnode of operationthis parameter isised to select the
predictor.

Se: End ofspectral selection — Specifies the BET coefficient in each block in zig-zag ordehich shall be
coded in the scan. Thgarameteshall be set to 6%r the sequentidDCT processes. Ithe losslesgnode of
operations this parameter has no meaning. It shall be set to zero.

Ah: Successive approximation bit positibigh — This parameter specifiehe pointtransformused in the
preceding scan (i.e. successive approximation bit position low in the preceding s¢he)dand otoefficients
specified by Seind Se. Thiparameteshall be set to zerfor the first scan of each band of coefficients. In the
lossless mode of operations this parameter has no meaning. It shall be set to zero.

Al Successive approximation bit position low or point transform thenDCT modes of operatiothis

parameter specifiethe point transform, i.e. bit position low, usedfore codingthe band ofcoefficients
specified by Sand Se. Thigparameteshall be set to zertor the sequentiaDCT processes. Ithe lossless
mode of operations, this parameter specifies the point transform, Pt.

The entropy coding table destination selectors, dittl Tg, specify either Huffman tables(in framesusing Huffman
coding) or arithmetic coding tablds framesusing arithmetic coding). In the latteasethe entropy coding table
destination selector specifies both an arithmetic coding conditioning table destination and an associated statistics area.

38

Table B.3 — Scan header parameter size and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Ls 16 6+ 2x Ns
Ns 8 1-4
Cy 8 0-25%)
Td 4 0-1 0-3 0-3 0-3
T4 4 0-1 0-3 0-3 0
Ss 8 0 0 0-63 1-P)
Se 8 63 63 Ss-63) 0
Ah 4 0 0 0-13 0
Al 4 0 0 0-13 0-15
a) Cs shall be a member of the set gfgpecified in the frame header.
b) 0 forlossless differential frames in the hierarchical mode (see B.3).
) 0 if Ss equals zero.
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B.2.4  Table-specification and miscellaneous marker segment syntax

Figure B.5specifiesthat, at the places indicated in FiglBe, any ofthe table-specificatiosegments or miscellaneous
marker segments specified 812.4.1 through B.2.4.6hay bepresent in any ordeand with no limit on theaumber of
segments.

If any table specification for a particuldestination occurs in theompressed imag#ata, it shall replacany previous
table specified fothis destination, and shall be usetenever this destination is specified in the remaining scans in the
frame orsubsequenimages represented ihe abbreviated format for compressed imdgéa. If a table specificatidor a
given destination occumiore than once in theompressed imagdata, each specification shall replace fevious
specification. The quantization table specification shall not be altered bepvegressive DCT scans of a given
component.

Tables or miscellaneous marker segment

[Marker ] [Marker ] o, [Marker
segment segment , segment |,
TIS00870-93/d023
-

Quantization table-specification
or
Huffman table-specification

or
Arithmetic conditioning table-specification
Marker segment < ~or o
Restart interval definition
or
Comment

or
Application data

Figure B.5 — Tables/miscellaneous marker segment syntax

B.2.4.1 Quantization table-specification syntax
Figure B.6 specifies the marker segment which defines one or more quantization tables.

Define quantization table segment

T \ |
DQT Lq PqlTa| Q, Q, T Qs
I _ ;

TIS00880-93/d024
Multiple (t=1, ..., n)

Figure B.6 — Quantization table syntax

The markerand parameters shown in FiguBz6 are defined below. The siznd allowedvalues of each parameter are
given in Table B.4.

DQT: Define quantization table marker — Marks the beginning of quantization table-specification parameters.
Lg: Quantization table definition length — Specifies the length of all quantizationpgatdeneters shown in

Figure B.6 (see B.1.1.4).
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Pg: Quantization table element precision — Specifies the precision ofthalG@s. Value 0 indicatesi8t Qx
values; value 1 indicates 16-bik @alues. Pq shall be zero for 8 bit sample precision P (see B.2.2).

Tqg: Quantization table destination identifier — Specifies one of four possible destinations at the decoder into
which the quantization table shall be installed.

Qk: Quantization table element — Specifibekth element out of 64 elements, whéris the index in theig-
zag ordering of the DCT coefficients. The quantization elements shall be specified in zig-zag scan order.

Table B.4 — Quantization table-specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline ‘ Extended
Lq 16 2 + § (65 + 64 x Pq(t)) Undefined
t=1
Pq 4 0 0,1 0,1 Undefined
Tq 4 0-3 Undefined
Qk 8,16 1-255, 1-65 535 Undefined

The value n in Table B.4 is the number of quantization tables specified in the DQT marker segment.

Once a quantization table has been defifegda particulardestination, it replaces thgrevious tables stored ithat
destination and shall be used, when referenced, inethaining scans of the curremiageand in subsequenmages
represented in thabbreviated format for compressed imatga. If a table has never been defified a particular
destination, then when this destination is specified in a frame header, the results are unpredictable.

An 8-bit DCT-based process shall not use a 16-bit precision quantization table.

B.2.4.2 Huffman table-specification syntax

Figure B.7 specifies the marker segment which defines one or more Huffman table specifications.

Define Huffman table segment

I I T
I -
DHT Lh T Th| Ly, | Ly - Ly Sayg‘s?;]'rﬁgﬁh

Mu|tip|e (t =1, .., n)
Symbol-length assignment parameters

11 1,2 st Vl,L V2,1 V2,2 st VZ,L2 e V16,1 V16,2 D V16,L16

TISO0890-93/d025

Figure B.7 — Huffman table syntax
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The markerand parameters shown in FiguB=7 are defined below. The siznd allowedvalues of each parameter are

given in Table B.5.

DHT: Define Huffman table marker — Marks the beginning of Huffman table definition parameters.

Lh: Huffman table definition length — Specifies the length of all Huffman table parameters shown in Figure B.7

(see B.1.1.4).

Tc: Table class — 0 = DC table or lossless table, 1 = AC table.

Th: Huffman tabledestination identifier — Specifies one of four possible destinations at the decoder into which

the Huffman table shall be installed.

Li: Number of Huffman codes té#ngth i — Specifies the number ldtiffman codes foeach of the 16 possible
lengths allowed by this Specification/d.are the elements of the list BITS.

Vij: Value associated with eaétuffman code — Specifies, feach i, thevalue associatedith eachHuffman
code of length i. The meaning of each value is determinetthdoluffman coding model. The \'s are the
elements of the list HUFFVAL.

Table B.5 — Huffman table specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended

n
Lh 16 2+ 3 (17+ m)

t=1
Tc 4 0,1 0
Th 4 0,1 0-3
L 8 0-255
Vi 8 0-255

The value n in Tabl®.5 is thenumber of Huffman tables specified fihe DHT markersegment. The valuens the
number of parameters which follow the 1tlparameters for Huffman table t, and is given by:

In general, mis different for each table.

Once aHuffman tablehas been definefor a particulardestination, it replaces thegrevious tables stored ithat
destination and shall be used when referenced, imethaining scans of the curreintageand in subsequenmages
represented in thabbreviated format for compressed imatga. If a table has never been defified a particular
destination, then when this destination is specified in a scan header, the results are unpredictable.
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B.2.4.3 Arithmetic conditioning table-specification syntax

Figure B.8specifiesthe marker segmenthich defines one omore arithmeticcoding conditioning table specifications.
These replace the default arithmetic coding conditioning tables established by thmeaB®t for arithmetic coding

processes. (See F.1.4.4.1.4 and F.1.4.4.2.1.)

Define arithmetic conditioning segment
I I [
DAC La TciTb| Cs
‘ TISO0900-93/d026

\_//
Multiple (t=1, ..., n)

Figure B.8 — Arithmetic conditioning table-specification syntax

The markerand parameters shown in FiguB8 are defined below. The siznd allowedvalues of each parameter are
given in Table B.6.

DAC: Define arithmetic coding conditioningnarker -Marks the beginning of the definition of arithmetic
coding conditioning parameters.

La: Arithmetic coding conditioning definition length — Specifies the length of all arithmetic coding
conditioning parameters shown in Figure B.8 (see B.1.1.4).

Tc: Table class — 0 = DC table or lossless table, 1 = AC table.

Th: Arithmetic coding conditioning table destination identifier — Specifies one of four possible destinations at
the decoder into which the arithmetic coding conditioning table shall be installed.

Cs: Conditioning tablevalue —Value in either the AC or the DC (and lossless) conditioning table. A single
value of Cs shall follow each value of Th. For AC conditioning tables Tc shall barmh€s shall contain a
value of Kx inthe range k¥ Kx < 63. For DC (andossless) conditioning tables Tc shall be zand Cs shall
contain two 4-bit parameters, U and L. U and L shall be in the rasde<OU < 15 and the value of Cs shall be

L+16xU.

The value n in Tabl®.6 is thenumber of arithmetic coding conditioning tables specified in the D#gtker segment.
The parameters And Uare the loweandupper conditioning bounds used in the arithmetic coding procedures defined
for DC coefficient coding and lossless coding. The separate value range 1-63 listed for DCT coding is the Kx conditioning

used in AC coefficient coding.

Table B.6 — Arithmetic coding conditioning table-specification parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
La 16 Undefined 22x%xn
Tc 4 Undefined 0,1 0
Tb 4 Undefined 0-3
Cs 8 Undefined 0-255 (Tc = 0), 1-63 (Tc = 1) 0-255
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B.2.4.4 Restart interval definition syntax
Figure B.9 specifies the marker segment which defines the restart interval.

Define restart interval segment
1 1 1
DRI Lr Ri

TISO0910-93/d027

Figure B.9 — Restart interval definition syntax

The markerand parameters shown in FiguB9 are defined below. The siznd allowedvalues of each parameter are
given in Table B.7.

DRI: Define restart interval marker — Marks the beginning of the parameters which define the restart interval.

Lr: Define restart interval segment length — Specifies the length of the parameters in the DRI segment shown in
Figure B.9 (see B.1.1.4).

Ri: Restart interval — Specifies the number of MCU in the restart interval.

In TableB.7 thevalue n isthe number of rows of MCU in the restart interval. Wadue MCUR isthe number of MCU
required tomake upone line ofsamples of each componentthe scan. The SOharker disablethe restart intervals. A
DRI marker segmemntith Ri nonzero shall be present to enable restart interval procdssiihg following scans. A DRI
marker segment with Ri equal to zero shall disable restart intervals for the following scans.

Table B.7 — Define restart interval segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lr 16 4
Ri 16 0-65 535 < MCUR

B.2.4.5 Comment syntax

Figure B.10 specifies the marker segment structure for a comment segment.

Comment segment
T T
COoM Lc Cm, ... Cm

Lc-2

TISO00920-93/d028

Figure B.10 — Comment segment syntax
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The markefandparameters shown in FiguBe10 are defined below. The siznd allowedvalues of each parameter are
given in Table B.8.

COM: Comment marker — Marks the beginning of a comment.

Lc: Comment segmentength — Specifies the length of theomment segmenshown in Figure B.10
(seeB.1.1.4).

Cm;: Comment byte — The interpretation is left to the application.

Table B.8 —Comment segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lc 16 2-65 535
cm 8 0-255

B.2.4.6 Application data syntax

Figure B.11 specifies the marker segment structure for an application data segment.

Application data segment

APP Lp Apy ... Apipo

TISO0930-93/d029

Figure B.11 — Application data syntax

The markefandparameters shown in FiguBe11 are defined below. The siznd allowedvalues of each parameter are
given in Table B.9.

APPy: Application data marker — Marks the beginning of an application data segment.

Lp: Application data segment length — Speciftbe length of the application datsegment shown in
Figure B.11 (see B.1.1.4).

Api: Application data byte — The interpretation is left to the application.

The APR, (Application) segments are reserved for applicatise. Since these segmemntay bedefined differently for
different applications, they should be removed when the data are exchanged between application environments.
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Table B.9 — Application data segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Lp 16 2-65 535
Api 8 0-255
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Define number of lines syntax

Figure B.12specifiesthe marker segment fatefining the number of lines. THBNL (Define Number of Lines) segment
provides a mechanism for defining or redefining the number of lines iinatine (the Y parameter inthe frameheader) at
the end of thdirst scan. The value specified shall be consisigtit the number of MCU-rows encoded in the first scan.
This segment, if used, shalhly occur athe end of thdirst scan,andonly after coding of an integer number of MCU-
rows. This marker segment is mandatory if the number of lines (Y) specified in the frame header has the value zero.

Define number of lines segment
I I I
DNL Ld NL

TISO0940-93/d030

Figure B.12 — Define number of lines syntax

The markefandparameters shown in FiguBe12 are defined below. The siznd allowedvalues of each parameter are
given in Table B.10.

DNL: Define number of lines marker — Marks the beginning of the define number of lines segment.

Ld: Define number of lines segment length — Specifies the length of the define number sédimesit shown
in Figure B.12 (see B.1.1.4).

NL: Number of lines — Specifies the number of lines in the frame (see definition of Y in B.2.2).

Table B.10 — Define number of lines segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Ld 16 4
NL 16 1-65 538
a) The value pecified shall be consistent withe number ofines coded at theoint where theDNL segment
terminates the compressed data segment.

B.3

B.3.1

Hierarchical syntax

High level hierarchical mode syntax

Figure B.13specifiesthe order of the higlevel constituent parts of the interchanfggmat for hierarchical encoding
processes.
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Compressed image data
[ [ [
SOl [Tables/misc.] DHP segment Frame ; coe e Frame ¢ EOI

TISO0950-93/d031

Figure B.13 — Syntax for the hierarchical mode of operation

Hierarchical mode syntasequires a DHRnarker segmenthat appears beforthe non-differentiaframe or frames. The
hierarchical mode compressiagedatamay include EXPmarker segmentand differentiaframeswhich shallfollow
the initial non-differentiaframe. Theframe structure in hierarchicaihode isidentical to theframe structure in non-
hierarchical mode.

The non-differential frames in the hierarchical sequence shall use one of the prodiegses specified for SERmarkers:
SORy, SOR, SOR, SOR, SOk, SORand SOk;. The differential frameshall use one of thprocesses specified for
SOF;, SOF, SOF, SOR3 SOR4 and SORs. The allowed combinations of SQRarkerswithin one hierarchical
sequence are specified in Annex J.

The sample precisiofP) shall be constarfior all framesandhavethe identicalvalue asthat coded in th&®©HP marker

segment. The number of samples lpez (X) for all framesshall not exceed thealue coded ithe DHP marker segment.
If the number of lines (Y) is non-zero in the DHP marker segment, then the number &irliakfamesshall not exceed
the value in the DHP marker segment.

B.3.2 DHP segment syntax

The DHP segment definése image components, sizandsampling factors fothe completed hierarchical sequence of
frames. The DHP segment shall precede the first frame; a single DHP segment shall occur in the compressed image data.

The DHP segment structure is identicalthe frame header syntax, excefiiat theDHP marker isused instead of the
SOR, marker. The figureand description of B.2.2 theapply, excepthat the quantization table destination selector
parameter shall be set to zero in the DHP segment.

B.3.3 EXP segment syntax

Figure B.14specifiesthe marker segmerdtructurefor the EXP segment. The EXd@gment shall be present@ndonly

if) expansion of the reference components is required either horizontaltytisally. TheEXP segment parameteapply
only tothe nextframe(which shall be a differentidtame) intheimage. Ifrequired, the EXRBegment shall be one of the
table-specification segments or miscellaneous marker segments prebediagneheader; the EXBegment shall not be
one of the table-specificatiosegments or miscellaneous marker segments preceding a scan header omerketP
segment.

Expand segment
T T 1
|
EXP Le Eh ! Ev
|
TIS00960-93/d032

Figure B.14 — Syntax of the expand segment
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The markerandparameters shown in FiguBe14 are defined below. The siznd allowedvalues of each parameter are
given in Table B.11.

EXP: Expand reference componemntsarker -Marks the beginning of the expand referersmamponents
segment.

Le: Expand reference components segment length — Spabiidength of the expand referenm@mponents
segment (see B.1.1.4).

Eh: Expand horizontally — If one, the refererammponents shall be expanded horizontally by a factor of two.
If horizontal expansion is not required, the value shall be zero.

Ev: Expand vertically — If onethe referencecomponents shall be expandedrtically by a factor of two.
If vertical expansion is not required, the value shall be zero.

Both Eh and Ev shall be one if expansion is required both horizontally and vertically.

Table B.11 — Expand segment parameter sizes and values

Values
Parameter Size (bits) Sequential DCT Progressive DCT Lossless
Baseline Extended
Le 16 3
Eh 4 0,1
Ev 4 0,1

B.4 Abbreviated format for compressed image data

Figure B.2 shows thkigh-level constituent parts of the interchafgenat. Thisformatincludes all table specifications
requiredfor decoding. If an application environment provides metliodsable specificatiorther than bymeans of the
compressed imag#gata,some orall of the table specificationmay beomitted. Compressed imageata which ismissing
any table specification data required for decoding has the abbreviated format.

B.5 Abbreviated format for table-specification data

Figure B.2 shows thhigh-level constituent parts of the intercharigenat. If no frames arpresent in the&eompressed
imagedata, theonly purpose othe compressed imageata is toconveytable specifications or miscellaneous marker
segments defined iB.2.4.1, B.2.4.2, B.2.4.5, and B.2.4.6. In th&sethe compressed imageata has thabbreviated
format for table specification data (see Figure B.15).

Compressed image data
l l
SOl [Tables/misc.] EOI

TISO0970-93/d033

Figure B.15 — Abbreviated format for table-specification data syntax

B.6 Summary

The order of the constituent parts of interchafogmatand allmarker segmergtructures is summarized in Figuig46
and B.17.Note that in Figure8.16 double-linedboxes enclose marker segments. In FiglBd$ and B.17 thick-lined
boxes enclose only markers.

The EXPsegment can be mixedth the other tables/miscellaneomsirker segments preceditite frameheader but not
with the tables/miscellaneous marker segments preceding the DHP segment or the scan header.
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Annex C

Huffman table specification

(This annex forms an integral part of this Recommendation | International Standard)

A Huffman coding procedure may be used for entropy coding in any of the coding processes. Coding models for
Huffman encoding are defined in Annexes F, G, and H. In this Annex, the Huffman table specification is defined.

Huffman tables are specified in terms of a 16-bige(BITS) giving the number of codefor each coddength from
1to 16. This is followed by a list of the 8-kigmbol valuefHUFFVAL), each of which is assignedHuffmancode. The
symbol valuesare placed in the list in order of increasing code length. Code lengths gheaitd6 bits are not allowed.
In addition, the codes shall be generated such that the all-1-bits code vaosdesfgth is reserved aspaefix for longer
code words.

NOTE — The order of the symbualues withinHUFFVAL is determined only by code length. Withingaven coddength
the ordering of the symbol values is arbitrary.

This annex specifiethe procedure by which thduffman tables (of Huffmawode words and their correspondiBpit

symbol valuespare derivedrom the two lists(BITS and HUFFVAL) in the interchangdéormat. Howeverthe way in

which these lists are generated is not specified. The lists should be generated in a manner which is consistent with the
rulesfor Huffmancoding, and it shalbbservethe constraints discussed in eevious paragraph. Annex K contains an
example of a procedure for generating lists of Huffman code lengths and values which are in accord with these rules.

NOTE — There isno requirement in this Specification thatany encoder or decoder shaiiplement the procedures in
preciselythe mannespecified bythe flow charts in this annex. It is necessanly that an encoder or decoder implemigetfunction
specified inthis annex. Theole criterion for an encoder or decoder to be considered in compliancthiwi8pecification is that it
satisfy the requiremengiven inclause 6 (for encoders) or clause 7 (for decoders), as determineddmypkéancetestsspecified in
Part 2.

C.1 Marker segments for Huffman table specification

The DHT markeridentifies the start dfluffman tabledefinitions within thecompressed imaggata. B.2.4.%pecifies the
syntax for Huffman table specification.

C.2 Conversion of Huffman table specifications to tables of codes and code lengths

Conversion of Huffman table specifications to tables of cadéescode lengths uses three proceddris.first procedure
(Figure C.1) generates a tableHfffman code sizes. The second procedure (Figure C.2) generatelsiffhean codes
from the table built in Figure C.1. The third procedure (Figure C.3) generates the Huffman codes in symbol value order.

Given alist BITS (1 to16) containing theaumber of codes of each sizmd a listHUFFVAL containingthe symbol
values to be associated with those codes as described above, two tables are generated. The HUFFSIZE tablistcontains a
of code lengths; the HUFFCODE table contains the Huffman codes corresponding to those lengths.

Note that the variable LASTK is set to the index of the last entry in the table.
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Generate_size_table

~
1
o

Q_
T
S

\\ HUFFSIZE(K) = |
K=K+1

J=J+1

No 1>16

HUFFSIZE(K) = 0
LASTK =K

Done

TISO1000-93/d036

Figure C.1 — Generation of table of Huffman code sizes

CCITT Rec. T.81 (1992 E)

51



ISO/IEC 10918-1 : 1993(E)

A Huffman code table, HUFFCODE, containing a cdde each size in HUFFSIZE is generatedthg procedure in
Figure C.2. The notation “SLL CODE 1" in Figure C.2 indicates a shift-left-logical of CODE by one bit position.

Generate_code_table

K=0
CODE =0
S| = HUFFSIZE(0)

HUFFCODE(K) = CODE
CODE = CODE +1
K=K+1

HUFFSIZE(K) =0
?

No

CODE =SLL CODE 1
SI=Sl+1 Done

TISO1010-93/d037

Yes No

Figure C.2 — Generation of table of Huffman codes

Two tables, HUFFCODEBNndHUFFSIZE, have now been generated. The entrighdrtables are ordered according to
increasing Huffman code numeric value and length.

The encoding procedure code tables, EHUF&@ EHUFSI, are created by reorderinbe codes specified by
HUFFCODE and HUFFSIZE according to the symbol values assigned to each code in HUFFVAL.
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Figure C.3 illustrates this ordering procedure.

Order_codes

I = HUFFVAL(K)
EHUFCO(I) = HUFFCODE(K)
EHUFSI(l) = HUFFSIZE(K)
K=K+1

Yes

No

Done

TISO1020-93/d038

Figure C.3 — Ordering procedure for encoding procedure code tables

C.3 Bit ordering within bytes

The root of a Huffmacode is placed toward the MBiost-significant-bit) of the byt@ndsuccessive bits are placed in
the direction MSB to LSKleast-significant-bit) of théyte. Remaining bits, if any, gato the nextbyte following the
same rules.

Integers associated with Huffman codes are appended with the MSB adjacent to the LSB of the preceding Huffman code.
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Annex D

Arithmetic coding
(This annex forms an integral part of this Recommendation | International Standard)

An adaptive binary arithmetic coding procedure may be used for entropy coding in any of the coding processes except
the baseline sequential process. Coding models for adaptive binary arithmetic aadidefined in Annexes F, G,
and H. In this annex the arithmetic encoding and decoding procedures used in those models are defined.

In K.4 a simple test example is given which should be helpful in determining if a given implementation is correct.

NOTE — There isno requirement in this Specification thatany encoder or decoder shaiiplement the procedures in
preciselythe mannespecified bythe flow charts in this annex. It is necessanly that an encoder or decoder implemigetfunction
specified inthis annex. Theole criterion for an encoder or decoder to be considered in compliancthiwi8pecification is that it
satisfy the requiremengiven inclause 6 (for encoders) or clause 7 (for decoders), as determineddmympkéancetestsspecified in
Part 2.

D.1 Arithmetic encoding procedures

Four arithmetic encoding procedures are required in a system with arithmetic coding (see Table D.1).

Table D.1 — Procedures for binary arithmetic encoding

Procedure Purpose
Code_0(S) Code a “0” binary decision with context-index S
Code_1(S) Code a “1” binary decision with context-index S
Initenc Initialize the encoder
Flush Terminate entropy-coded segment

The “Code_0(S)"and “Code_1(S)” procedures code the 0-decaionl-decisiorrespectively; S is a context-index
which identifies a particular conditionptobability estimateised in coding theinary decision. The “Initenc” procedure
initializes the arithmetic codingntropy encoder. Thé&Flush” procedure terminates thentropy-coded segment in
preparation for the marker which follows.

D.1.1  Binary arithmetic encoding principles

The arithmetic coder encodes a series of binary symbols, zeros and onegndashepresenting one possible result of a
binary decision.

Each “binary decision” provides a choice between two alternatives. The binary decision might be between positive and
negative signs, a magnitude being zero or nonzero, or a particular bit in a sequence of binary digits being zero or one.

The output bit stream (entropy-coded data segment) represents a binary Whitfomcreases in precision bgtes are
appended by the encoding process.

D.1.1.1 Recursive interval subdivision

Recursive probability interval subdivision tise basidfor the binary arithmetic encoding procedur&yith eachbinary
decision the currergrobability interval is subdividenhto two sub-intervalsand the bitstream is modified (if necessary)
so that it points to the base (the lower bound) of the probability sub-interval assigned to the symbol which occurred.

In the partitioning of the curremtrobability intervalinto two sub-intervals, the sub-intenfal the lessprobablesymbol

(LPS) and thesub-interval forthe more probable symbdMPS) are ordered such that usually MBS sub-interval is
closer to zero. Thereforgyvhen the LPS is coded, the MR8b-interval size is added to the biteam. This coding
convention requires thalymbols berecognized as eithdiPS or LPS rather than 0 or 1. Consequently,sike of the
LPS sub-interval and the sense of the MPS for each decision must be known in order to encode that decision.
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The subdivision of the curreptobability intervalwould ideally require a multiplication of the interval by fh@bability
estimate fothe LPS. Because this subdivision is dapproximately, it is possible fahe LPS sub-interval to be larger
than the MPSub-interval When that happens a “conditioredchange” interchanges the assignment of the sub-intervals
such that the MPS is given the larger sub-interval.

Since the encoding procedureolvesaddition ofbinary fractions rathethan concatenation of integer code words, the
more probable binary decisions can sometimes be coded at a cost of much less than one bit per decision.

D.1.1.2 Conditioning of probability estimates

An adaptive binary arithmetic coder requires a statistical model — a model for selecting conditional probability estimates to
be used in the coding of eabinary decisionWhen agiven binary decision probability estimate is dependent on a
particular feature or features (the context) already coded, it is “conditionedhabnfeature. The conditioning of
probability estimates on previously coded decisions muglddttical in encoder and decoder, dhdrefore can usenly
information known to both.

Each conditional probability estimatequired by the statisticahodel is kept in a separate storage location or “bin”
identified by a uniqueontext-index S. The arithmetic coder is adaptive, whigansthat theprobability estimates at
each context-index are developsid maintained by the arithmetic codisygstem orthe basis of prior coding decisions
for that context-index.

D.1.2  Encoding conventions and approximations

The encoding procedures use fixed precision integer arithmetic and an integer represefitatibtonafl values in which
X'8000' can be regarded as thdecimal value 0.75. The probability interval, A, is kept inthe integer
rangex'8000’ < A < X'10000’ by doubling itwhenever its integer value falls belo@8000'. This is equivalent to
keeping A in the decimal range 0.2 < 1.5. This doubling procedure is called renormalization.

The code register, C, contains the trailing bits of the bit stream. C is also doublaineaghis doubled. Periodically
—to keep C from overflowing — a byte déta isremoved fromthe high order bits of the C-registand placed in the
entropy-coded segment.

Carry-over into the entropy-coded segment is limited by delaying X'FF’ obggesuntil the carry-over is resolved. Zero
bytes are stuffed after eactiFF’ byte in the entropy-coded segment in order to avtti@ accidental generation of
markers in the entropy-coded segment.

Keeping A inthe rangeD.75< A < 1.5 allows a simple arithmetic approximation to tged in theprobability interval
subdivision. Normally, ifthe currentestimate othe LPSprobability for context-index S iQe(S), precise calculation of
the sub-intervals would require:

Qe(S)x A Probability sub-interval for the LPS;
A - (Qe(S)x A) Probability sub-interval for the MPS.

Because the decimal value of A is of order unity, these can be approximated by

Qe(S) Probability sub-interval for the LPS;
A - Qe(S) Probability sub-interval for the MPS.

Whenever the LPS is coded, the value of A — Qe(S) is added to the code registerpanioathiéty interval is reduced to
Qe(S). Whenever theIPS is coded, theode register is left unchangadd theinterval is reduced to A — Qe(S). The
precision range required for A is then restored, if necessary, by renormalization of both A and C.

With the procedure describebove,the approximations irthe probability interval subdivision process caometimes

makethe LPS sub-interval largéhan the MPSsub-interval.lf, for examplethe value of Qe(S) i9.5 and A is at the

minimum allowed value db.75, theapproximate scaling giveme-third of theprobability interval tothe MPS andwo-

thirds to the LPS. Tavoidthis size inversion, conditional exchange is used.grbbability interval is subdivided using

the simple approximation, but the MPS and LPS sub-interval assignments are exchanged whenever the LPS sub-interval is
larger than theMPS sub-interval. This MPS/LPS conditional exchange oaly occurwhen a renormalization will be

needed.

Each binary decision uses a context. A contestésset of prior coding decisions which determine the context-index, S,
identifying the probability estimate used in coding the decision.

Whenever a renormalization occurs, a probability estimation procedure is inwbiet determines a neprobability
estimate forthe context currently being coded. No explgymbol counts are needefdr the estimation. Theelative
probabilities of renormalization after coding of LB&d MPSprovide, by means of a table-based probability estimation
state machine, a direct estimate of the probabilities.
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D.1.3  Encoder code register conventions

The flow charts in this annex assume the register structures for the encoder as shown in Table D.2.

Table D.2 — Encoder register connections

MSB LSB
C-register 0000cbbb, bbbbbsss, XXXXXXXX, XXXXXXXX
A-register 00000000, 00000000, aaaaaaaa, aaaaaaaa

The “a” bits are the fractional bits in the A-register (the curgenbability interval valueand the “x” bitsare the
fractional bits in the code register. The “s” bits are optional spacer bits which provide useful constraints on carry-over, and
the “b” bits indicate the bit positiorfeom which thecompleted bytes afata areemoved fronthe C-register. The “c” bit

is a carrybit. Except at théime of initialization, bit 15 ofthe A-register islways seand bit 16 isalways cleafthe LSB

is bit 0).

These register conventions illustrate one possible implementafiowever, any register conventionghich allow
resolution of carry-over ithe encoder and which produce tzene entropy-coded segmemay beused. The handling of
carry-over and the byte stuffing following X'FF’ will be described in a later part of this annex.

D.1.4 Code_1(S) and Code_0(S) procedures

When agiven binary decision is coded, one of two possibilities occurs — either a 1-decision or a 0-decision is coded.
Code_1(S) and Code_0(&) shown in Figures Ddnd D.2.The Code_1(Sand Code_0(S) procedures ymebability
estimatewith a context-index S. The context-index S is determined by the statistidaland is, in general, a function

of theprevious coding decisions; each value of S identifies a particular conditional probability estivitdtés used in
encoding the binary decision.

Code_1(S)

No Yes

.

MPS(S)=1 -
S )

Code_LPS(S) Code_MPS(S)

TISO1800-93/d039

Done

Figure D.1 — Code_1(S) procedure
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Code_0(S)

Code_LPS(S) Code_MPS(S)

TISO1030-93/d040

Done

Figure D.2 — Code_0(S) procedure

The context-index S selects a storage location which contains Index(S), an index to the tablesakbialp the
probability estimation state machin&hen coding dinary decisionthe symbolbeing coded is either thmore probable

symbol or the less probable symbol. Therefore, additional information is stored at each context-index identifying the sense
of the more probable symbol, MPS(S).

For simplicity, the flow charts in this subclause assume that the context storage for each contexhérsdar &dditional
storage field forQe(S) containing thealue of Qe(Index(S)). If onlyhe value of Index(Sand MPS(S)re stored, all
references to Qe(S) should be replaced by Qe(Index(S)).

The Code_LPS(S) procedure normally consisthefaddition of the MPSub-interval A — Qe(S) to the kdtreamand a
scaling of the interval to the sub-interval, Qe(S). lalways followed bythe proceduregor obtaining anew LPS
probability estimate (Estimate_Qe(S)_after_LPS) and renormalization (Renorm_e) (see Figure D.3).

However, inthe eventthat the LPS sub-interval is largiran the MPSub-interval, the conditional MPS/LPS exchange
occurs and the MPS sub-interval is coded.

The Code_MPS(S) procedunermally reduceshe size of theprobability interval tothe MPSsub-interval. However, if
the LPS sub-interval is largéhan the MPSsub-interval, the conditional exchange occamnsl the LPSsub-interval is
coded instead. Note that conditional exchange cannot occur unless the proftedoinésining anew LPS probability
estimate (Estimate_Qe(S)_after_ MR8 renormalization (Renorm_e) are required after coding of thesymbol (see
Figure D.4).
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Code_LPS(S)

i

A=A-Qe(S)

Yes

No

C=C+A
A=Qe(S)

Estimate_Qe(S)_after_LPS
Renorm_e

Done

TISO1040-93/d041

Figure D.3 — Code_LPS(S) procedure with conditional MPS/LPS exchange
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Code_MPS(S)

A=A-Qe(S)

A < X'8000’
?

C=C+A
A=Qe(S)

»d

e

Estimate_Qe(S)_after_MPS
Renorm_e

Done

TISO1050-93/d042

Figure D.4 — Code_MPS(S) procedure with conditional MPS/LPS exchange

D.1.5 Probability estimation in the encoder

D.1.5.1 Probability estimation state machine

The probability estimation state machine consists of a number of sequences of probability estimates. These sequences are
interlinked in a manner whicprovides probability estimates based on approxinsgtabol counts derivedrom the

arithmetic coder renormalization. Sometbése sequences are used during the initial “learnsteges of probability
estimation; the rest are used for “steady state” estimation.

Each entry in therobability estimation state machine is assignedndex, and each index hassociated with it a
Qe value and two Next_Index values. The Next_Index_MPS gieemdex to the newrobability estimate after an MPS
renormalization; the Next_Index_LRf8/esthe index to the newrobability estimate after an LPS renormalization. Note
that both the index to the estimation state machimkthe sense of thPSare kept for each context-index S. The sense
of the MPS is changed whenever the entry in the Switch_MPS is one.

The probability estimation state machine is given in Tdh@. Initialization of the arithmetic coder @ways with
an MPS sense of zero and a Qe index of zero in Table D.3.

The Qe values listed iable D.3 areexpressed as hexadecimal integers. To approximately caheeft5-bit integer
representation of Qe to a decimal probability, divide the Qe values byx(@x33000’).
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60

Table D.3 — Qe values and probability estimation state machine

index Qe Next_ Index Switch ndex Qe Next_ Index Switch
_Value _LPS | MPS| _MPS _Value LPS _MPS _MPS
0 X'5A1D’ 1 1 1 57 X'01A4’ 55 58 0
1 X'2586’ 14 2 0 58 X'0160’ 56 59 0
2 X'1114 16 3 0 59 X'0125’ 57 60 0
3 X'080B’ 18 4 0 60 X'00F6’ 58 61 0
4 X'03D8’ 20 5 0 61 X'00CB’ 59 62 0
5 X'01DA’ 23 6 0 62 X'00AB’ 61 63 0
6 X'00E5’ 25 7 0 63 X'008F 61 32 0
7 X'006F 28 8 0 64 X'5B12’ 65 65 1
8 X'0036’ 30 9 0 65 X'4D04’ 80 66 0
9 X'001A 33 10 0 66 X'412¢C 81 67 0
10 X'000D’ 35 11 0 67 X'37D8’ 82 68 0
11 X'0006’ 9 12 0 68 X'2FES8’ 83 69 0
12 X'0003’ 10 13 0 69 X'293C’ 84 70 0
13 X'0001 12 13 0 70 X'2379 86 71 0
14 X'5A7F 15 15 1 71 X'1EDF’ 87 72 0
15 X'3F25’ 36 16 0 72 X'1AA9’ 87 73 0
16 X'2CF2’ 38 17 0 73 X'174F’ 72 74 0
17 X'207C’ 39 18 0 74 X'1424' 72 75 0
18 X'17B9’ 40 19 0 75 X'119C’ 74 76 0
19 X'1182’ 42 20 0 76 X'0F6B’ 74 77 0
20 X'0CEF 43 21 0 77 X'0D571’ 75 78 0
21 X'09A1 45 22 0 78 X'0BB6’ 77 79 0
22 X'072F 46 23 0 79 X'0A40’ 77 48 0
23 X'055C’ 48 24 0 80 X'5832 80 81 1
24 X'0406’ 49 25 0 81 X'4D1C 88 82 0
25 X'0303’ 51 26 0 82 X'438E’ 89 83 0
26 X'0240° 52 27 0 83 X'3BDD’ 90 84 0
27 X'01BY’ 54 28 0 84 X'34EFE’ 91 85 0
28 X'0144 56 29 0 85 X'2EAE’ 92 86 0
29 X'00F5’ 57 30 0 86 X'299A 93 87 0
30 X'00B7’ 59 31 0 87 X'2516’ 86 71 0
31 X'008A’ 60 32 0 88 X'5570 88 89 1
32 X'0068’ 62 33 0 89 X'4CA9’ 95 90 0
33 X'004E’ 63 34 0 90 X'44D9’ 96 91 0
34 X'003B’ 32 35 0 91 X'3E22’ 97 92 0
35 X'002¢Cc’ 33 9 0 92 X'3824’ 99 93 0
36 X'5AEY’ 37 37 1 93 X'32B4’ 99 94 0
37 X'484C’ 64 38 0 94 X2E17 93 86 0
38 X'3A0D’ 65 39 0 95 X'56A8' 95 96 1
39 X'2EF1’ 67 40 0 96 X'4F46’ 101 97 0
40 X'261F 68 41 0 97 X'47ES 102 98 0
41 X'1F33’ 69 42 0 98 X'41CF 103 99 0
42 X'19A8’ 70 43 0 99 X'3C3D’ 104 100 0
43 X'1518'’ 72 44 0 100 X'375F’ 99 93 0
44 X'1177 73 45 0 101 X'52371 105 102 0
45 X'0E74' 74 46 0 102 X'4COF’ 106 103 0
46 X'0BFB’ 75 47 0 103 X'4639’ 107 104 0
47 X'09F8’ 77 48 0 104 X'415F’ 103 99 0
48 X'0861’ 78 49 0 105 X'5627 105 106 1
49 X'0706’ 79 50 0 106 X'50E7’ 108 107 0
50 X'05CD’ 48 51 0 107 X'4B85’ 109 103 0
51 X'04DE’ 50 52 0 108 X'5597’ 110 109 0
52 X'040F 50 53 0 109 X'504F 111 107 0
53 X'0363’ 51 54 0 110 X'5A10’ 110 111 1
54 X'02D4’ 52 55 0 111 X'5522 112 109 0
55 X'025C’ 53 56 0 112 X'59EB’ 112 111 1
56 X'01F8’ 54 57 0
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D.1.5.2 Renormalization driven estimation

The change in state in Table D.3 occurs only when the arithmetic coder interval register is renormalized. This must always
be done after coding an LPS, and whenever the probability interval registertisaleX$8000'(0.75 indecimal notation)
after coding an MPS.

When the LPS renormalization is required, Next_Index_giR&sthe new indexXor the LPSprobability estimateWhen
the MPSrenormalization is required, Next_Index_MRf/es the new indexfor the LPS probability estimate. If
Switch_MPS is 1 for the old index, the MPS symbol sense must be inverted after an LPS.

D.1.5.3 Estimation following renormalization after MPS

The procedure for estimatirige probability onthe MPSrenormalization path is given in Figue5. Index(S) is part of

the information stored for context-index S. The new value of Index(S) is obtained from Table D.3 from the column labeled
Next_Index_MPS, as that is the next inddter anMPS renormalization. This next index is stored as the walwe of
Index(S) in the context storage at context-indexar®] thevalue of Qe athis new Index(Shecomeghe new Qe(S).
MPS(S) does not change.

Estimate_Qe(S)_
after_MPS

| = Index(S)

| = Next_Index_MPS(l)
Index(S) =1

Qe(S) = Qe_Value(l)

Done

TISO1060-93/d043

Figure D.5 — Probability estimation on MPS renormalization path
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D.1.5.4 Estimation following renormalization after LPS

The procedure for estimatirtbe probability onthe LPS renormalization path is shown in Figure D.6. The procedure is
similar to that of Figure D.5 except that when Switch_MPS(l) is 1, the sense of MPS(S) must be inverted.

Estimate_Qe(S)_
after_LPS

| = Index(S)

No Yes

MPS(S) = 1 - MPS(S)

| = Next_Index_LPS(l)
Index(S) = |
Qe(S) = Qe_Value(l)

Done

TISO1070-93/d044

Figure D.6 — Probability estimation on LPS renormalization path

D.1.6  Renormalization in the encoder

The Renorm_e procedure fibre encoder renormalization is shown in Figure D.7. Botlptbkability interval register A
and the code register C are shifted, one bit at a time. The number of shifts is counted in the counter CT; wtern,CT is
a byte of compressathta isremoved from C byhe procedure Byte_out and CT is reset tR8normalization continues
until A is no longer less than X'8000'.
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Renorm_e

A=SLLA1
C=SLLC1
CT=CT-1

No

Yes

Byte_out

CT=8

A<X8000" . Yes
»

Done

TISO1080-93/d045

Figure D.7 — Encoder renormalization procedure

The Byte_out procedure used in Renorm_e is shown in Figu@.eThis procedure usdsyte-stuffing procedureghich
prevent accidental generation of markersthg arithmetic encoding procedures. It also includessxample of a
procedure for resolving carry-ovétor simplicity of expositionthe buffer holding theentropy-coded segment is assumed
to be large enough to contain the entire segment.

In Figure D.8 BP is the entropy-coded segment pointer and B is the compresdadejaimted to by BP. T iiByte_out

is a temporary variabl&hich is used to hold the outployteandcarrybit. ST is the stack counter which is used to count
X’FF’ output bytesuntil any carry-ovethrough the X'FF’ sequence has been resolved.vehee of ST rarely exceeds 3.
However, since the upper limit for the value of ST is bounded ontlidyotalentropy-coded segment size, a precision of
32 bits is recommended for ST.

Since large values of ST represent a latent output of compressethddialowing procedurenay beneeded in high
speed synchronous encoding systems for handling the burst of output data which occurs when the carry is resolved.
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Byte_out

T=SRLC19

Yes No
B=B+1
Yes
Stuff_0
No
Output_stacked_ ST=ST+1 Out’put’_stacked_
zeros X'FF's
BP=BP+1 BP=BP+1
B=T B=T

C = C AND X'7FFFF’

Done
TISO1090-93/d046

Figure D.8 — Byte_out procedure for encoder

When the stack count reaches an upper bound determined by output channel capacity, the stack is emptied and the stacked
X'FF' bytes(and stuffedzero bytes) aradded to theompressed dataeforethe carry-over is resolved. If a carry-over

then occurs, thearry isadded to the final stuffed zerthyereby convertinghe final X’FF00’ sequence to the X'FF01’
temporary private marker. The entropy-coded segment tineistbepost-processed to resoltige carry-overand remove

the temporary marker code. For any reasonable bound on ST this post processing is very unlikely.

Referring to Figure D.8, the shift of the code register by 19 bits aligns the output bits with the low order bits of T. The
first test then determines ifGrry-overhas occurred. If so, thearry must beadded to therevious outpubyte before
advancing the segment pointer BP. The Stuff_0 procedure stuffs a zero byte wilemedlition of thearry tothe data
already inthe entropy-coded segments creates a X'RebAny stackeautputbytes —converted to zeros by tlerry-

over —are then placed in thentropy-coded segment. Ndteat when the outpuyte islater transferredrom T to the
entropy-coded segment (to byte B), the carry bit is ignored if it is set.
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If a carryhas not occurred, the outpgte istested to see if it is X'FF'. If so, the stack count ST is incremented, as the

output must be delayashtil the carry-over is resolved. Hot, thecarry-overhas been resolvedndany stackedX'FF’
bytes must then be placed in the entropy-coded segment. Note that a zero byte is stuffed following each X'FF'.

The procedures used by Byte_out are defined in Figures D.9 through D.11.

Output_stacked_

Zeros

ST=0 Yes
?
No y
BP=BP+1
B=0 Done
ST=ST-1
TISO1810-93/d047

Figure D.9 — Output_stacked_zeros procedure for encoder

Output_stacked_

XFF's

BP=BP +1
B=XFF Done
BP=BP +1
B=0

ST=ST-1

]

TISO1100-93/d048

Figure D.10 — Output_stacked_X'FF's procedure for encoder
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Stuff_0

BP=BP+1
B=0

Done

TISO1110-93/d049

Figure D.11 — Stuff_0 procedure for encoder

D.1.7 Initialization of the encoder

The Initenc procedure is used to start the arithmetic coder. The basic steps are shown in Figure D.12.

Initenc

Initialize statistics areas
ST=0
A = X'10000’

(see Note below)
C=0
CT=11
BP =BPST-1

Done

TISO1120-93/d050

Figure D.12 — Initialization of the encoder
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The probability estimation tables are defined by T&be The statisticareas are initialized to aiPS sense of 0 and a

Qe index of zero as defined by Table D.3. The stack count (ST) is cleared, the code register (C) is cleared, and the interval
register is set to X’10000The counter (CT) is set tbl, reflecting thefactthat when A is initialized to X’10000’ three

spacer bits plus eight output bits in C must be filled befwedirstbyte is removed. Notthat BP is initialized to point to

the byte before the start of the entropy-coded segment (which is at BPST). Natebthe statistics areas are initialized

for all values of context-index S to MPS(S) = 0 and Index(S) = 0.

NOTE — Although the probabilityinterval is initialized toX'10000" in both Initenc and Initdec, the precision of
the probability interval registazanstill be limited to 16bits. When the precision of thieterval register is 1®its, it isinitialized to
zero.

D.1.8 Termination of encoding

The Flush procedure is used tierminate the arithmetic encoding procedwaed preparethe entropy-coded segment for
the addition of the X'FFprefix of the markerwhich follows the arithmetically coded data. Figupel3 shows this flush
procedure. The first step in the procedure is to setaagylow order bits of the code registerzero as possible without
pointing outside of the final interval. Then, the output byte is aligned by shifting it left by CT bits; Bytfeetorgmoves
it from C. C isthen shiftedleft by 8 bits to align the second outpugte and Byte out is used a secotiche. The
remaining low order bits in C are guaranteed to be zard,these trailingero bits shall not be written tbe entropy-
coded segment.

Flush

Clear_final_bits

C=SLLCCT

Byte_out

C=SLLCS8

Byte_out
Discard_final_zeros

Done

TISO1130-93/d051

Figure D.13 — Flush procedure
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Any trailing zerobytes alreadywritten to theentropy-coded segmeand not preceded by a X'Fiay, optionally, be
discarded. This is done in the Discard_final_zeros procedure. Stuffed zero bytes shall not be discarded.

Entropy coded segments are always followed by a marker. For this reason, therbirizits needed twomplete decoding
shall not be included in thentropy coded segment. Insteathen the decoder encountersnarker, zero bits shall be
supplied to the decoding procedunetil decoding iscomplete. This convention guarantélbat when a DNLmarker is
used, the decoder will intercept it in time to correctly terminate the decoding procedure.

Clear_final_bits

T=C+A-1
T=TAND
X’FFFFO000’

No

Yes

T=T+X'8000

Done

TISO1140-93/d052

Figure D.14 — Clear_final_bits procedure in Flush
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Discard_final_zeros

BP <BPST
?

BP=BP-1

BP=BP+1

Done

TISO1150-93/d053

Figure D.15 — Discard_final_zeros procedure in Flush

D.2 Arithmetic decoding procedures

Two arithmetic decoding procedures are used for arithmetic decoding (see Table D.4).

The “Decode(S)” procedure decodes the binary decision for a given context-index S and naluaeofeither 0 or 1. It
is the inverse of the “Code_0(S3ihd “Code_1(S)” procedures described in D.1. “Initdec” initializes atitametic
coding entropy decoder.

Table D.4 — Procedures for binary arithmetic decoding

Procedure

Purpose

Initdec

Decode(S)

Decode a binary decision with context-index S

Initialize the decoder
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D.2.1  Binary arithmetic decoding principles

The probability interval subdivision and sub-interval ordering defined for the arithmetic encoding procedures also apply to
the arithmetic decoding procedures.

Since the bit streamlways pointswithin the currenprobability intervalthe decodingrocess is a matter of determining,
for eachdecision, which sub-interval is pointed to by the bit stream. This is @eooesively, usinghe same probability
interval sub-division process as in the encoder. Eawh a decision is decodetthe decoder subtrach®m the bitstream

any intervalthe encoder added to the biteam. Thereforghe code register in the decoder is a pointer into the current
probability interval relative to the base of the interval.

If the size of the sub-interval allocated to the LPS is larger than the sub-interval allocatefShthe encodanvokes
the conditional exchange procedure. When the interval sizes are inverted in the decoder, the sesysalmil ttezoded
must be inverted.

D.2.2 Decoding conventions and approximations

The approximationsnd integer arithmetic definddr the probability interval subdivision ithe encoder must also be
used in the decodédrowever,where the encoder woulthveadded to the code register, the decoder subtitactsthe
code register.

D.2.3  Decoder code register conventions

The flow charts given in this section assume the register structures for the decoder as shown in Table D.5:

Table D.5 — Decoder register conventions

MSB LSB
Cx register XXXXXXXX, XXXXXXXX
C-low bbbbbbbb, 00000000
A-register aaaaaaaa, aaaaaaaa

Cx and C-low can be regarded as one 32-bit C-register, in that renormalization of C shifts a bit of femdétd5 of
C-low to bit 0 of CxHowever,the decodingomparisons use Cx alone. New data are insémtedhe “b” bits ofC-low
one byte at a time.

NOTE — The comparisons shown in the various procedures use arithmetic compansithgrefore assume precisions
greater than 16 bits for the variables. Unsigned (logical) comparisons should be used in 16-bit precision implementations.

D.2.4  The decode procedure

The decoder decodes one binary decision at a time. After dedabéirdecision, the decoder subtraaty amounfrom
the code register that the encoder added. The anftiin the code register is thadfset fromthe base ofthe current
probability interval tothe sub-interval allocated to thénary decisions noyet decoded. In the first test in the decode
procedure shown in Figui2.16 thecode register is comparedttte size of theMPS sub-interval. Unless a conditional
exchange is needed, this test determines whethé&lB& or LPSfor context-index S islecoded. Note that the LPS for
context-index S is given by 1 — MPS(S).
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When a renormalization is needed, the MPS/LPS conditional exchmagalso be needed. For the LPS path, the

conditional exchange procedure is shown in FiguE7. Note that thegprobability estimation irthe decoder is identical
to the probability estimation in the encoder (Figures D.5 and D.6).

Decode(S)

A=A-Qe(S)

A < X'8000’

D = Cond_MPS_exchange(S) D = MPS(S) D = Cond_LPS_exchange(S)
Renorm_d Renorm_d
> TISO1160-93/d054
4
Return D

Figure D.16 — Decode(S) procedure

For the MPS path of the decoder the conditional exchange procedure is given in Figure D.18.
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D = MPS(S)
Cx=Cx—-A
A =Qe(S)

Estimate_Qe(S)_
after_MPS

Cond_LPS_
exchange(S)

D =1-MPS(S)
Cx=Cx—-A
A=Qe(S)

Estimate_Qe(S)_
after_LPS

»d

Return D

TISO1170-93/d055

Figure D.17 — Decoder LPS path conditional exchange procedure

Cond_MPS_
exchange(S)

D=1-MPS(S) D = MPS(S)

Estimate_Qe(S)_

Estimate_Qe(S)_
after_MPS

after_LPS

>

Return D

TISO1180-93/d056

Figure D.18 — Decoder MPS path conditional exchange procedure
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D.2.5 Probability estimation in the decoder

The procedures defined for obtaining a new LPS probability estimate in the encoder are also used in the decoder.

D.2.6  Renormalization in the decoder

The Renorm_d procedure fthre decoder renormalization is shown in FigDr&9. CT is a counter whickeeps track of
the number ofompressed bits ithe C-low section othe C-register. When CT is zero, a nieyte isinserted intoC-low
by the procedure Byte_in and CT is reset to 8.

Both the probability interval register A and the code registareGshifted, one bit at a timentil A is nolonger less than
X'8000'.

Renorm_d

Byte_in

CT=8

A=SLLA1
C=8SLLC1
CT=CT-1

~~ A<X8000 - Yes

No

Done

TISO1190-93/d057

Figure D.19 — Decoder renormalization procedure
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The Byte_in procedure used in Renorm_d is shown in Figue®. This procedurdetches onebyte of data,
compensating fothe stuffedzero bytewhich follows any X'FF’ byte. It also detectthe markerwhich mustfollow the
entropy-coded segment. The C-register in this procedure is the concatenation of theOdrwamdgisters. For simplicity

of exposition, the buffer holding the entropy-coded segment is assumed to be large enough to contain the entire segment.

B is thebyte pointed to by thentropy-coded segment poin®P. BP is first incremented. If the nexalue of B is not a
X'FF, itis inserted into the high order 8 bits of C-low.

Byte_in
BP=BP+1
Yes No
Unstuff_0 C=C+SLLB8
Done

TISO1200-93/d058

Figure D.20 — Byte_in procedure for decoder
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The Unstuff_0 procedure is shown in Figir21. If the newalue of B is X'FF’, BP is incremented to pointtte next
byte and this next B is tested see if it is zero. If so, B contains a stuffegte which must be skipped. Theero B is
ignored, and the X’FF’ B value which preceded it is inserted in the C-register.

If the value of B after a X'FF’ byte is not zetthen amarkerhas been detected. Thearker is interpreted asquired and
the entropy-coded segment pointer is adjugtédjust BP” in Figure D.21) so thad-byteswill be fed to the decoder
until decoding iscomplete. Onavay of accomplishing this is to point BP to thgte precedinghe markerwhich follows
the entropy-coded segment.

Unstuff_0
BP=BP+1
Yes No
C =C OR X'FFO0’ 'A”é‘;ggﬁmarker
Done

TISO1210-93/d059

Figure D.21 — Unstuff_0 procedure for decoder
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D.2.7 Initialization of the decoder

The Initdec procedure is used to start the arithmetic decoder. The basic steps are shown in Figure D.22.

Initdec

Initialize statistics areas
BP =BPST-1
A = X'0000’

(see Note below)
C=0

Byte_in

C=8SLLCS8

Byte_in

C=SLLCS8
CT=0

Done

TISO1220-93/d060

Figure D.22 — Initialization of the decoder

The estimation tables are defined by Table D.3. The statistics areas are initializédR& sense of 0 and a Qe index of

zero as defined by Tabl2.3. BP, the pointer to thentropy-coded segment, tisen initialized to point to thbyte before

the start of the entropy-coded segment at BPST, and the interval register is set to the same starting value as in the encoder.
The first byte of compressefata is fetched and shifted into he secondbyte isthen fetched and shifted into Cx. The

count is set to zero, so that a new byte of data will be fetched by Renorm_d.

NOTE — Although the probabilityinterval is initialized toX'10000" in both Initenc and Initdec, the precision of
the probability interval registazanstill be limited to 16bits. When the precision of thieterval register is 1®its, it isinitialized to
zero.

D.3 Bit ordering within bytes

The arithmetically encoded entropy-coded segment is an integer of vadeiadplle. Thereforethe ordering obytes and
the bit ordering within bytes is the same as for parameters (see B.1.1.1).
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Annex E

Encoder and decoder control procedures

(This annex forms an integral part of this Recommendation | International Standard)

This annex describes the encoder and decoder control procedures for the sequential, progressive, and lossless modes of
operation.

The encoding and decoding control procedures for the hierarchical processes are specified in Annex J.
NOTES

1  There isno requirement in this Specification thaany encoder or decoder shafiplement the procedures jmecisely
the mannespecified bytheflow charts in this annex. It is necessan}y that an encoder or decoder implentéetfunction specified
in this annex. Theole criterion for an encoder or decoder to be considered in compliancehigiB8pecification is that it satisfy the
requirements given in clause 6 (for encoders) or clause 7 (for decoders), as determined by the compliance tests spegified in Pa

2 Implementation-specific setup steps are not indicated in this annex and may be necessary.

E.1 Encoder control procedures

E.1.1  Control procedure for encoding an image

The encoder control procedure for encoding an image is shown in Figure E.1.

Encode_image

Append SOI marker

Encode_frame

Append EOI marker

Done

TISO1230-93/d061

Figure E.1 — Control procedure for encoding an image
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E.1.2  Control procedure for encoding a frame

In all cases where markers are appended to the compressed data, optional X'FF’ fill bytes may precede the marker.

The control procedure fancoding drame isoriented around the scans in theme. Theframeheader is first appended,
and then the scamse coded. Table specificatioasd othemarker segmentsayprecede the SQFnarker, as indicated
by [tables/miscellaneous] in Figure E.2.

Figure E.2 shows the encoding process frame control procedure.

Encode_frame

[Append tables/miscellaneous]
Append SOF,, marker and rest
of frame header

Encode_scan

First scan
?

[Append DNL
segment]

Yes " More scans .
- 5 =

Done

TISO1240-93/d062

Figure E.2 — Control procedure for encoding a frame

E.1.3  Control procedure for encoding a scan

A scan consists of a single pass throtiyh data of eachomponent irnthe scanTable specificationand othemarker
segmentsnay precede the SOBarker. If morethan onecomponent is coded ithe scan, the data are interleaved. If
restart is enabled, the data are segmented into restart intervals. If restart is enablgdmaiR&Tis placed ithe coded

data between restart intervals. If restart is disabled, the control procedure is the same, except that the entire s@n contains
single restart interval. The compressethgedata generated by a scanaisvays followed by a markeegither the EOI

marker or the marker of the next marker segment.

78 CCITT Rec. T.81 (1992 E)



ISO/IEC 10918-1 : 1993(E)
Figure E.3shows the encodingrocess scan control procedure. The loop is terminakexh the encodingrocess has

coded the number of restart intervals whichke upthe scan‘m” is the restart interval modulo counter needdthe
RST,, marker. The modulo arithmetic for this counter is shown after the “Appeng, R@fker” procedure.

Encode_scan

[Append tables/miscellaneous]

Append SOS marker and rest of
scan header

m=0

Encode_restart_
interval

More intervals

Append RST,,, marker
m=(m+1)AND 7

TISO1250-93/d063

Done

Figure E.3 — Control procedure for encoding a scan
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E.1.4  Control procedure for encoding a restart interval

Figure E.4shows the encodingrocess control procedure for a restart interval. The loop is termiadtet when the
encoding process has codbé number ofminimum codedunits (MCU) in the restart interval or when it lasmpleted

the image scan.

Encode_restart_
interval

Reset_encoder

Encode_MCU

No
Prepare_for_marker

Done

TISO1260-93/d064

Figure E.4 — Control procedure for encoding a restart interval

The “Reset_encoder” procedure consists at least of the following:

a)

b)

0)

d)

if arithmetic coding is used, initialize the arithmetic encoder using the “Initenc” procedure described
inD.1.7;

for DCT-based processes, dbe DC prediction (PRED) taero for all components inthe scan
(seeF.1.1.5.1);

for lossless processes, reset the prediction to a default value for all components in the scan (see H.1.1);

do all other implementation-dependent setups that may be necessary.

The procedure “Prepare_for_marker” terminates the entropy-coded segment by:

a)

b)

padding aHuffman entropy-coded segmeaith 1-bits tocompletethe finalbyte (and if needed stuffing a
zero byte) (see F.1.2.3); or

invoking the procedure “Flush” (see D.1.8) to terminate an arithmetic entropy-coded segment.

NOTE — Thenumber of minimum codednits (MCU) in the finalrestartinterval must be adjusted to match the number
of MCU in the scan. The number of MCU is calculated from the frame and scan parameters. (See Annex B.)
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E.1.5 Control procedure for encoding a minimum coded unit (MCU)

The minimum coded unit is defined in A.2. Within a given MCU the data units are coded in the order in which they occur
in the MCU. The control procedure for encoding a MCU is shown in Figure E.5.

Encode_MCU

N=N+1
Encode data unit

No

Yes

Done

TISO1270-93/d065

Figure E.5 — Control procedure for encoding a minimum coded unit (MCU)

In Figure E.5, Nlrefers tothe number of datanits in the MCU. The order in which data units occur in the MCU is
defined in A.2. The data unit is ark8 block for DCT-based processes, and a single sample for lossless processes.

The procedures for encoding a data unit are specified in Annexes F, G, and H.

E.2 Decoder control procedures

E.2.1  Control procedure for decoding compressed image data
Figure E.6 shows the decoding process control for compressed image data.

Decoding control centers around identification of varimexkers. The first marker must bige SOI (Start Ofmage)

marker. The “Decoder_setup” procedure resie¢srestart interval (Ri = 0gnd, if the decoder has arithmetic decoding
capabilities, sets the conditioning tables for the arithmetic coding to their default values. (See F.1.4.4.1.4 and }.1.4.4.2.1.
The next marker is normally a SREStart Of Frame) marker; this is not found, one of thmarker segmentssted in

Table E.1 has been received.
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Decode_image

Decoder_setup Error

A

Interpret markers

SOF,, marker
?

Decode_frame

Done

TISO1280-93/d066

Figure E.6 — Control procedure for decoding compressed image data

Table E.1 — Markers recognized by “Interpret markers”

Marker Purpose
DHT Define Huffman Tables
DAC Define Arithmetic Conditioning
DQT Define Quantization Tables
DRI Define Restart Interval
APPR, Application defined marker
COM Comment

Note that optional X'FF’ fillbyteswhich may precede any markshall be discardedefore determiningvhich marker is
present.
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The additional logic to interpret these variouarkers iscontained in théox labeled “Interpret markersDHT markers
shall be interpreted by processes usituffman coding. DAC markershall be interpreted by processes using arithmetic

coding. DQT markershall be interpreted by DCT-based decodBRl markersshall be interpreted by all decoders.
APPn and COM markers shall be interpreted only to the extent that they do not interfere with the decoding.

By definition, the procedures in “Interpretarkers” leaveahe system athe nextmarker. Notethat if the expected SOI
marker is missing ahe start of theompressed imagtata, an error condition has occurred. The technifjuetetecting
and managing error conditions can be as elaborate or as simple as desired.

E.2.2  Control procedure for decoding a frame

Figure E.7 shows the control procedure for the decoding of a frame.

Decode_frame

1

Interpret frame header

SOs Tarker Interpret markers

\
\Z/
o

~

T Yes

Decode_scan

No

4

Yes

Done

TISO1290-93/d067

Figure E.7 — Control procedure for decoding a frame

The loop is terminated if the EOI marker is found at the end of the scan.

The markers recognized by “Interpret markers”lested in TableE.1. Subclause E.2describes the extent to which the
various markers shall be interpreted.
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E.2.3  Control procedure for decoding a scan

Figure E.8 shows the decoding of a scan.

The loop is terminated when the expected number of restart intervals has been decoded.

Decode_scan

Interpret scan header
m=20

Decode_restart_
interval

More intervals

Done

TISO1300-93/d068

Figure E.8 — Control procedure for decoding a scan
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E.2.4  Control procedure for decoding a restart interval

The procedure fodecoding a restart interval is shown in FigE:8. The “Reset_decoder” procedure consists at least of
the following:

a) if arithmetic coding is used, initialize the arithmetic decoder using the “Initdec” procedure described
inD.2.7;

b) for DCT-based processes, sbe DC prediction (PRED) taero for all components inthe scan
(seeF.2.1.3.1);

c) forlossless process, reset the prediction to a default value for all components in the scan (see H.2.1);

d) do all other implementation-dependent setups that may be necessary.

Decode_restart_
interval

Reset_decoder

Decode_MCU

No .
Find marker

Yes

Done

TISO1310-93/d069

Figure E.9 — Control procedure for decoding a restart interval

At the end of the restart interval, the next marker is located. If a problem is detected in locating this marker, errgr handlin
proceduresnay beinvoked. While such procedures are optional, the decoder shall be @oleetctly recognize restart
markers inthe compressed datand reset the decoder wherey are encountered. The decoder shall also be able to

recognize thé&NL marker, sethe number of lines defined in tlENL segmentand end the “Decode_restart_interval”
procedure.

NOTE - The finafrestartinterval may be smallehan thesize specified byhe DRI marker segment, as it includesly the
number of MCUs remaining in the scan.
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E.2.5 Control procedure for decoding a minimum coded unit (MCU)
The procedure for decoding a minimum coded unit (MCU) is shown in Figure E.10.
In Figure E.10 Nb is the number of data units in a MCU.

The procedures for decoding a data unit are specified in Annexes F, G, and H.

Decode_MCU

N=N+1
Decode_data_unit

Done

TISO1320-93/d070

Figure E.10 — Control procedure for decoding a minimum coded unit (MCU)
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Annex F

Sequential DCT-based mode of operation

(This annex forms an integral part of this Recommendation | International Standard)

This annex providesfainctional specification of the following coding processes for the sequential DCT-based mode of
operation:

1) baseline sequential;

2) extended sequential, Huffman coding, 8-bit sample precision;
3) extended sequential, arithmetic coding, 8-bit sample precision;
4) extended sequential, Huffman coding, 12-bit sample precision;

5) extended sequential, arithmetic coding, 12-bit sample precision.

For each of these, the encodimgcess is specified iR.1, and the decodingrocess is specified iR.2. The functional
specification is presented by means of specific flow cHartghe various proceduresvhich comprise these coding
processes.

NOTE — There is10 requirement in this Specification that any encoder or decoder which embodies one of the above-named
processes shall implement the procedures in precisely the ns@odied bythe flow charts in this annex. It is necessany that an
encoder or decoder implement tlumction specified inthis annex. Thesole criterion for an encoder or decoder to be considered in
compliance withthis Specification is that it satisfthe requirementgiven in clause 6 (for encoders) or clause 7 (for decoders), as
determined by the compliance tests specified in Part 2.

F.1 Sequential DCT-based encoding processes
F.1.1  Sequential DCT-based control procedures and coding models

F.1.1.1 Control procedures for sequential DCT-based encoders

The control procedures foencoding animage and its constituenparts — theframe, scan, restart interval and
MCU — are given in Figureg.1 to E.5.The procedure foencoding a MCU (see Figure E.Epetitively calls the
procedure for encoding a data unit. For DCT-based encoders the data unixi8 &to8k of samples.

F.1.1.2 Procedure for encoding an 8 8 block data unit

For the sequential DCT-based processes encoding<antffock data unit consists of the following procedures:

a) level shift, calculate forward 88 DCT and quantize the resultingpefficients using table destination
specified in frame header;

b) encode DC coefficient for 88 block using DC table destination specified in scan header;

c) encode AC coefficients for88 block using AC table destination specified in scan header.

F.1.1.3 Level shift and forward DCT (FDCT)
The mathematical definition of the FDCT is given in A.3.3.

Prior to computing the FDCT the input data kneel shifted to a signed twotmplement representation as described in
A.3.1. For 8-bit input precision tHevel shift is achieved by subtractidg@8. For 12-bit input precision thievel shift is
achieved by subtracting 2048.

F.1.1.4 Quantization of the FDCT

The uniform quantization procedure described in Annex A is used to quantiZzeCihecoefficients. One of four
quantization tablesnay beused by the encoder. No default quantization tables are specified in this Specification.
However, some typical quantization tables are given in Annex K.

The quantizedDCT coefficient values are signed, twoatemplement integersvith 11-bit precisionfor 8-bit input
precision and 15-bit precision for 12-bit input precision.
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F.1.1.5 Encoding moels for the sequential DCT procedures

The two dimensional array guantizedDCT coefficients is rearranged in a zig-zag sequence order defied.t The
zig-zag order coefficients are denoted ZZ (0) through ZZ(63) with:

77(0) = Sq,,ZZ(1) = Sqy,ZZ(2) = Sq»++ZZ(63) = Sq,

Sqy are defined in Figure A.6.

Two coding procedures are used, daethe DCcoefficient ZZ(0)and the othefor the AC coefiicients ZZ(1)..ZZ(63).
The coefficients are encodedthre order in whiclthey occur in zig-zag sequence order, staniitg the DCcoefficient.
The coefficients are represented as two’'s complement integers.

F.1.1.5.1 Encoding model for DC coefficients

The DC coefficients are coded differentially, using a one-dimensional predictor, RRIED, is the quantized DGalue
from the most recently codedx8 block from the same component. The difference, DIFF, is obtained from

DIFF = ZZ(0) - PRED

At the beginning of the scan and at the beginning of each restart interval, the prddidtienDC coefficient prediction
is initialized to 0. (Recall that the input data have been level shifted to two’s complement representation.)

F.1.1.5.2 Encoding model for AC coefficients

Since many coefficientsare zero, runs oferos are identifiecand codedefficiently. In addition, if the remaining
coefficients in the zig-zag sequence order are all zero, this is coded explicitly as an end-of-block (EOB).

F.1.2  Baseline Huffman encoding procedures

The baseline encoding procedurefas 8-bit sample precision. The encodeay employ up tdawo DC and two AC
Huffman tables within one scan.

F.1.2.1 Huffman encoding of DC coefficients

F.1.2.1.1 Structure of DC code table

The DC code table consists of a seHofffman codes (maximurength 16 bits) and appended additional bitsn(iost
cases) which can codmy possible value of DIFFhe difference between the current D@efficientand the prediction.
The Huffman codes fothe difference categories are generated in sualayathat no code consists entirely of 1-bits
(X’FF’ prefix marker code avoided).

The two’s complement difference magnitudes are groumedl2 categories$SSS, and &luffman code is created for
each of the 12 difference magnitude categories (see Fable

For each category, excefSSS= 0, an additional bits field is appended to the code word to uniquely identify which
difference in that category actually occurred. The number of extra bits is gi&®3§y, thextra bits are appended to the
LSB of the precedingluffman code, most significarhit first. WhenDIFF is positivethe SSS3ow order bits ofDIFF

are appended. When DIFF is negative, the SSSS low order bits of (DIFF — 1) are appendbet Neost significant

bit of the appended bit sequence is 0 for negative differences and 1 for positive differences.

F.1.2.1.2 Defining Huffman tables for the DC coefficients

The syntax for specifyinghe Huffman tables is given ilnnex B. The proceduréor creating a code tablieom this
information is described in Annex C. Noorethan twoHuffman tablesmay bedefinedfor coding of DC coefficients.
Two examples of Huffman tables for coding of DC coefficients are provided in Annex K.
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Table F.1 — Difference magnitude categories for DC coding

SSSS DIFF values

0 0

1 -11

2 -3,-2,2,3

3 -7.-4,4..7

4 -15..-8,8..15

5 -31..-16,16..31

6 -63..-32,32..63

7 -127..-64,64..127

8 —255..-128,128..255

9 -511..-256,256..511
10 -1 023..-512,512..1 023
11 -2 047..-1024,1 024..2 047

F.1.2.1.3 Huffman encoding procedures for DC coefficients

The encoding procedure is defined in terms of a set of extended tables, XH&aHeODOHUFSI, which contain the
complete set of Huffman codes and sizes for all possible difference values. For full 12-bit precision the tables are relatively
large. For the baselingystem, howevetthe precision of the differencesay besmall enough tanakethis description
practical.
XHUFCO and XHUFSI are generated from the encoder tables EHWRABHUFSI (seeAnnex C) by appending to the
Huffman codes forach difference categompe additional bits thatompletely definethe difference. By definition,
XHUFCO and XHUFSI have entries for each possible difference value. XHUFCO contains the concatenated bit pattern of
the Huffman code and the additional bits fielBHUFSI contains the total length in bits of this concatenated bit pattern.
Both are indexed by DIFF, the difference between the DC coefficient and the prediction.
The Huffman encoding procedure for the DC difference, DIFF, is:

SIZE = XHUFSI(DIFF)

CODE = XHUFCO(DIFF)

code SIZE bits of CODE
where DC is the quantized Débefficient valueand PRED is the predicted quantized B&ue. The Huffman code

(CODE) (includingany additional bits) is obtaineffom XHUFCO and SIZE (length of the code including additional
bits) is obtained from XHUFSI, using DIFF as the index to the two tables.

F.1.2.2 Huffman encoding of AC coefficients

F.1.2.2.1 Structure of AC code table
Each non-zero AC coefficient in ZZ is described by a composite 8-bit value, RS, of the form

RS = binary 'RRRRSSSS’
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The 4 least significant bits, 'SSSS’, defineaegory fotthe amplitude of the next non-zesoefficient in ZZ,and the 4
most significanbits, 'RRRR’, give the position of theoefficient in ZZ relative tdhe previous non-zero coefficient (i.e.
the run-length okero coefficients between non-zero coefficients). Stheerun length ofero coefficientsnay exceed
15, thevalue 'RRRRSSSS* X'FO’ is defined to representrain length of 15ero coefficients followed by a coefficient
of zero amplitude. (This can be interpreted amuma length of 16zero coefficients.) Inaddition, a specialvalue
'RRRRSSSS='00000000’ is used ta@ode theend-of-block(EOB), when all remainingoefficients inthe block are

Zero.

The general structure of the code table is illustrated in FiguteThe entries marked “N/A” arendefinedfor the

baseline procedure.

SSSS

RRRR

15

EOB
N/A
N/A
N/A
ZRL

COMPOSITE VALUES

TISO1330-93/d071

Figure F.1 — Two-dimensional value array for Huffman coding

The magnitude ranges assigned to each value of SSSS are defined in Table F.2.

Table F.2 — Categories assigned to coefficient values

SSSS

AC coefficients

© 00 N o O b~ W N

[y
o

-1,1
-3,-2,2,3
—7.-4,4..7
-15..-8,8..15
-31..-16,16..31
-63..-32,32..63
—127..-64,64..127
—255..-128,128..255
-511..-256,256..511
-1 023..-512,512..1 023

The composite value, RRRRSSSSHidgfmancoded and eacHuffmancode is followed by additional bits whislpecify
the sign and exact amplitude of the coefficient.

The AC code table consists of okkiffman code (maximumlength 16 bits, not including additional bit&r each
possible composite value. The Huffman codestlier 8-bitcomposite values are generatedsirch away that no code

consists entirely of 1-bits.
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The format for the additional bits is the same as in the coding of the DC coefficientalUdefSSSSgivesthe number
of additional bits required tepecifythe sign angrecise amplitude of the coefficient. The additional bits are either the

low-order SSSShits of ZZ(K) whenzZZ(K) is positive orthe low-orderSSSShits of ZZ(K) — 1 whenZZ(K) is negative.
ZZ(K) is theKth coefficient in the zig-zag sequence of coefficients being coded.

F.1.2.2.2 Defining Huffman tables for the AC coefficients

The syntax for specifyinghe Huffman tables is given ilnnex B. The proceduréor creating a code tablieom this
information is described in Annex C.

In the baselinsystem no moréhan twoHuffman tablesnay bedefinedfor coding of AC coefficientsTwo examples of
Huffman tables for coding of AC coefficients are provided in Annex K.

F.1.2.2.3 Huffman encoding procedures for AC coefficients

As defined in Annex C, theluffman code table is assumed to be available as a pair of tables, EHUFCO (containing the
code bits) and EHUFSI (containing the length of each code in bits), both indexed by the composite value defined above.

The procedure foencoding the ACoefficients in a block is shown in Figure and F.3. In Figure F.2, K is the index
to the zig-zag scan position and R is the run length of zero coefficients.

The procedure “Append EHUFSI(X'FQ’) bits of EHUFCO(X'F0")" codesum of 16zero coefficients (ZRL code of
Figure F.1).The procedure “Code EHUFSI(0) bits of EHUFCO(0)” codes ehd-of-block (EOB code). If the last
coefficient (K= 63) is not zero, the EOB code is bypassed.

CSIZE is a procedure which maps an AC coefficient to the SSSS value as defined in Table F.2.

F.1.2.3 Byte stuffing

In order to provide code space for marker coslbich can be located in ttmompressed imaggata without decoding,
byte stuffing is used.

Whenever, in the course of normal encoding,ltyie valueX'FF’ is created in the code string, a X'0Byte is stuffed
into the code string.

If a X'00' byte isdetected after a X'FF' yite, the decoder must discaid If the byte isnot zero, amarkerhas been
detected, and shall be interpreted to the extent needed to complete the decoding of the scan.

Byte alignment of markers is achieved ggdding incompletdyteswith 1-bits. If padding with 1-bits creates a X'FF’
value, a zero byte is stuffed before adding the marker.

F.1.3  Extended sequential DCT-based Huffman encoding process for 8-bit sample precision

This process is identical to the Baseline encoding process described in F.1.2, with the exception that the number of sets of
Huffman tabledestinations whiclmay beused within thesamescan is increased to four. Four DC dadr AC Huffman
table destinations is the maximum allowed by this Specification.

F.1.4  Extended sequential DCT-based arithmetic encoding process for 8-bit sample precision

This subclause describes the use of arithmetic coding procedures in the sequential DCT-based encoding process.

NOTE — The arithmetic coding procedurestims Specificationare defined for the maximum precision to encourage
interchangeability.

The arithmetic coding extensions hatie same DCT model ahe BaselinddDCT encoder. Therefore, Annéx1.1also

applies to arithmetic coding. Agith the Huffmancoding technique, thieinary arithmetic codingechnique is lossless. It

is possible to transcode between the two systems without either FDCT or IDCT computations, and without modification of
the reconstructed image.

The basic principles of adaptive binary arithmetic coding are described in Annex D. Up to foandXGur AC
conditioning table destinations and associated statistics areas may be used within one scan.

The arithmetic encoding procedufes encoding binary decisions, initializirthe statistics area, initializing the encoder,
terminating the code string, and adding restart markers are listed in Table D.1 of Annex D.
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Encode_AC_
coefficients

X
nn
oo

K=K+1 R=R+1

Append EHUFSI(X'FQ’) bits
of EHUFCO(X'FO0")
R=R-16

Append EHUFSI(X'00’) bits
of EHUFCO(X'00’)

Yes R>15

No

Encode_R,ZZ(K)

Done

TISO1340-93/d072

Figure F.2 — Procedure for sequential encoding of AC coefficients with Huffman coding
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Encode_R,ZZ(K)

SSSS = CSIZE(ZZ(K))

RS = (16 x R) + SSSS

Append EHUFSI(RS) bits
of EHUFCO(RS)

1

- ~

Yes ZZ(K)<0
?

No

ZZ(K) = ZZ(K) — 1

.

Append SSSS
low order bits of ZZ(K)

Done

TISO1350-93/d073

Figure F.3 — Sequential encoding of a non-zero AC coefficient

Some of the procedures in Table D.1 are used in the Heledrcontrol structuréor scansand restarintervals described
in Annex E. At the beginning of scans and restart intervalqritebility estimatessed in the arithmetic coder are reset
to the standard initiatalue as part athe Initenc procedure which restarts the arithmetic coder. A¢rideof scans and
restart intervals, the Flush procedure is invoked to empty the code register before the next marker is appended.

F.1.4.1 Arithmetic encoding of DC coefficients

The basic structure of the decision sequence for encoding a DC difference value, DIFF, is shown in Figure F.4.

The context-index SCand other context-indices used in the DC coding procedaresdefined in Table F.4
(seeF.1.4.4.1.3). A O-decision is coded if td#ference value is zerand a 1-decision is coded if tlference is not
zero. If the difference is not zero, the signd magnitudeare coded using the procedure Encode_V(SO0), which is
described in F.1.4.3.1.

F.1.4.2 Arithmetic encoding of AC coefficients

The AC coefficients are coded the order in whichthey occur inthe zig-zag sequencgZ(1,...,63). Anend-of-block
(EOB) binary decision is coddakfore codinghe first AC coefficient in ZZ,and after each non-zero coefficient. If the
EOB occurs, all remaining coefficients in ZZ are zero. Figeu® illustrates the decision sequen@le equivalent
procedure for the Huffman coder is found in Figure F.2.
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Encode_DC_DIFF

V =DIFF
No Yes
Code_1(S0)
Encode_V/(S0) Code_0(S0)
Done

TISO1360-93/d074

Figure F.4 — Coding model for arithmetic coding of DC difference

The context-indices S&nd SO used in the AC coding procedwass defined in Tabl€.5 (seeF.1.4.4.2). In Figure F.5,

K is the index to the zig-zag sequence position. For the sequential scan, Kmin is 1 and Se is 630 Teeision is part

of a loop which codes runs of zero coefficients. Whenever the coefficient is non-zero, “Encode_V(S0)” codes the sign and
magnitude of the coefficient. Eatime a non-zero coefficient is coded, it is followed by an EOB decisidghe EOB

occurs, a 1-decision is coded to indicate that the coding dfidlok is complete. Ithe coefficient for K= Se is not zero,

the EOB decision is skipped.

F.1.4.3 Encoding the binary decision sequence for non-zero DC differences and AC coefficients

Both the DC differenceand the ACcoefficients are represented as signed twasmplement integer values. The
decomposition of these signed integer values into a binary decision tree is tlomsaime way foboth the DC and AC
coding models.

Although thebinary decision treefr this section of the DC and AC codimgodels ardhe same the statisticamodels
for assigning statistics bins to the binary decisions in the tree are quite different.

F.1.4.3.1 Structure of the encoding decision sequence

The encoding sequence can be separated into three procedures, a procedure which encodes the sign, a second procedure
which identifies the magnitudeategory,and a third procedure which identifigseciselywhich magnitude occurred
within the category identified in the second procedure.

At the point where théinary decision sequence in Encode_V(SO0) stttscoefficient or difference has already been
determined to be non-zero. That determination was made in the procedures in Figures F.4 and F.5.

Denoting either DC differences (DIFF) or AC coefficients ash¥, non-zero signed integealue of V is encoded by the
sequence shown in Figure Flhis sequence first codes the sign of V. It tifafter converting V to a magnitude and
decrementing it by 1 to giv8z) codes the magnitudmtegory of SZcode_log2_Sz), and thetodes the low order

magnitude bits (code_Sz_bits) to identify the exact magnitude value.
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There are two significant differences betwehis sequence and thtemilar set of operations described knl.2 for
Huffman coding. First, the sign is encodeédforethe magnitudecategory isidentified, and second, the magnitude is
decremented by 1 before the magnitude category is identified.

Encode_AC_

Coefficients

K = Kmin

K =EOB Yes

Code_1(SE)

Code_O(SE)

K=K+1 K=K+1

V = 7Z(K)

Yes Code 0(S0) |

No

Code_1(S0)
Encode_V(S0)

No K =Se Yes

Done

TISO1370-93/d075

Figure F.5 — AC coding model for arithmetic coding
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Encode_V(S)

Encode_sign_of_V

Sz=|V|-1

Encode_log2_Sz

Encode_Sz_bits

Done

TISO1380-93/d076

Figure F.6 — Sequence of procedures in encoding non-zero values of V

F.1.4.3.1.1 Encoding the sign

The sign is encoded by coding a 0-decision when the sigodiive and a 1-decision when the sign risgative
(seeFigure F.7).

The context-indices SS, SN and SP are defined for DC coding in Table F.4 and for AC coding in Table F.5. After the sign
is coded, the context-index S is set to either SN or SP, establishing an initial value for Encode_log2_Sz.

F.1.4.3.1.2 Encoding the magnitude category

The magnitude category is determined bgeguence of binary decisiomsich compares Sz against an exponentially
increasing bound (which is a power of 2) in order to deterrttieposition of the leading 1-bit. This establishes the
magnitude category in mudhe same waythat theHuffman encoder generates a code toe value associatedith the
difference category. The flow chart for this procedure is shown in Fig8re

The starting value dhe context-index S is determined in Encode_sign_of V, and the contextvaldes X1land X2
are defined for DC coding in Table F.4 and for AC coding in Table F.5. In Hig8réM is theexclusive upper bound for
the magnitude and thabbreviations “SLL"and “SRL"refer tothe shift-left-logical andshift-right-logical operations — in
this case by one bit position. The SRL operation attimepletion ofthe procedure aligns M with thmost significant bit
of Sz (see Table F.3).

The highest precision allowddr the DCT is 15 bits. Thereforghe highest precision requirddr the coding decision
tree is 16 bits for the DC coefficient difference and 15 bits for the AC coefficients, including the sign bit.
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Done

Encode_sign_of_V
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Code_0(SS)

TISO1390-93/d077

Figure F.7 — Encoding the sign of V

Table F.3 — Categories for each maximum bound

“ooumd () Sz range S agnituge b

1 0 0

2 1 0

4 2,3 1

8 4,..7 2

16 8,...,15 3

32 16.,...,31 4

64 32,...,63 5

128 64,...,127 6

256 128,...,255 7

512 256,...,511 8

1024 512,...,1 023 9
2048 1024,...,2 047 10
4 096 2 048,...,4 095 11
8 192 4 096,...,8 191 12
16 384 8192,...,16 383 13
32768 16 384,...,32 767 14
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Figure F.8 — Decision sequence to establish the magnitude category

Encode_log2_Sz

<
I
i

No

Code_1(S)

No

Code_1(S)

|

Sz<M

No

Yes

|

Code_1(S)

Code_0(S)

M=SLLM1
S=S+1

M=SRLM1

L
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F.1.4.3.1.3 Encoding the exact value of the magnitude

After the magnitudeategory isencoded, the low order magnitude bits are encoded. These bits are encoded in order of
decreasing bit significance. The procedure is shown in Fig@eThe abbreviation “SRL” indicatethe shift-right-

logical operationand M is theexclusive bound established in Figlrd. Note that M hasnly one bit set — shifting M

right converts it into a bit mask for the logical “AND” operation.

The starting value of the context-index S is determined in Encode_log2_Sz. The increment of S by 14 at the beginning of
this procedure sets the context-index to the value required in Tables F.4 and F.5.

Encode_Sz-bits

S=S+14
»
M=SRLM1
Yes
No
y
T =M AND Sz Done
Yes No
Code_0(S) Code_1(S)

TISO1410-93/d079

Figure F.9 — Decision sequence to code the magnitude bit pattern
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F.1.4.4 Statistical models

An adaptive binary arithmetic coder requires a statistical model. The statistical model teficestexts which are used
to select the conditional probability estimates used in the encoding and decoding procedures.

Each decision in the binary decision trees is associated with one or more contexts. These contexts identify the sense of the
MPS and the index in Table D.3 of the conditional probability estimate Qe which is used to encode and dbuatg the
decision.

The arithmetic coder is adaptive, whicheansthat the probability estimates for each context are developed and
maintained by the arithmetic coding system on the basis of prior coding decisions for that context.

F.1.4.4.1 Statistical model for coding DC prediction differences

The statistical model for coding the DC difference conditions some girtability estimates fahe binary decisions on
previous DC coding decisions.

F.1.4.4.1.1 Statistical conditioning on sign

In coding the DC coefficients, four separate statistics bins (probability estimates) are used in coding the zero/net-zero (V
0) decision, the sign decision and firat magnitude categorglecision.Two of these bins are used to code the ¥/
decision and the sign decisiorhe other two bins are used in coding the first magnitude decision, Sz < 1; one of these
bins is used when the signgesitive,and the other is used when the signdgative. Thus, the first magnitude decision
probability estimate is conditioned on the sign of V.

F.1.4.4.1.2 Statistical conditioning on DC difference in previous block

The probability estimates fahese first three decisions are also conditioned on Da, the diffevahee codedor the

previous DCT block ofhe same component. The differences are classifienifive groups: zero, small positive, small
negative, large positive and large negative. The relationship between the default classification and the quantization scale is
shown in Figure F.10.

.5 -4 3 -2 - 0 +1 +2 +3 +4 +5 ... DCdifference

| | | I | | | | ‘ | | |
— large ‘ —small ‘ 0 ‘ + small +large  Classification

TISO1420-93/d080

Figure F.10 — Conditioning classification of difference values

The bounds for the “small” difference category determine the classification. Defining L and U as integers in the range 0 to
15 inclusive, the lower bound (exclusiviey difference magnitudes classified as “small” is zero fer@, and is 2-1 for
L>0.

The upper bound (inclusive) for difference magnitudes classified as “sma¥l’ is 2
L shall be less than or equal to U.

These bounds for the conditioning category provide a segmentation which is identical to that listed in Table F.3.

F.1.4.4.1.3 Assignment of statistical bins to the DC binary decision tree

As shown in TableF.4, each statistics area for DC coding consists of a set of 49 statistiks!i the following
explanation, it is assumed that the bins are contiguous. The first 20 bins cofisistsefs of four bins selected by a
context-index S0. The value of SO is given by DC_Context(Da), which provides a value of 0, 4, &6 l@epending on
the difference classification of Da (s€e€l.4.4.1.2).The remaining 29 binsX1,...,.X15,M2,...,M15,are used to code
magnitude category decisions and magnitude bits.
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Table F.4 — Statistical model for DC coefficient coding

Context-index Value Coding decision
SO DC_Context(Da) \£0
SS SO+ 1 Sign of V
SP SO+ 2 Sz<1ifV>0
SN S0+3 Sz<1ifV<O0
X1 20 Sz<2
X2 X1+1 Sz<4
X3 X1+2 Sz<8
X15 X1+14 Sz <25
M2 X2 +14 Magnitude bits if Sz < 4
M3 X3+14 Magnitude bits if Sz < 8
M15 X15+ 14 Magnitude bits if Sz <12

F.1.4.4.1.4 Default conditioning for DC statistical model

The bounds, land U,for determiningthe conditioningcategory haveéhe defaultvalues L= 0 and U= 1. Other bounds
may be set using the DAC (Define Arithmetic coding Conditioning) marker segment, as described in Annex B.

F.1.4.4.1.5 |Initial conditions for DC statistical model

At the start of a scan and at the beginning of each restart interval, the difference for the previous DC value is defined to be
zero in determining the conditioning state.

F.1.4.4.2 Statistical model for coding the AC coefficients

As shown in Table F.5, each statistics area for AC coding consists of a contiguous set of 245 statistics bins. Three bins are
usedfor each value othe zig-zagindex K, and two sets of 28 additional bins X2,...,X15,M2,...,Mi& usedor coding

the magnitude category and magnitude bits.

The value of SEand alsoS0O, SP and SN) idetermined by theig-zagindex K. Since K is in the range 1 &3, the

lowest value for SE is @nd thelargest value for SP i$88. SS is noassigned a value in AC coefficient coding, as the

signs of the coefficients are coded with a fixed probability value of approximately 05XGA1D’, MPS = 0).

The value of X2 is given by AC_Context(K). This gives X289 when K< Kx and X2= 217 when K >Kx, where Kx is
defined using the DAC marker segment (see B.2.4.3).

Note that a X1 statistics bin is not used in this sequence. Instead, thé& @&ay of statistichins for the magnitude

category isusedfor two decisions. Once the magnitude bound has been determined — at statisticsfoireXample — a
single statistics bin, Mn, is used to code the magnitude bit sequence for that bound.

F.1.4.4.2.1 Default conditioning for AC coefficient coding

The default value of Kx is 5. This may be modified using the DAC marker segment, as described in Annex B.

F.1.4.4.2.2 Initial conditions for AC statistical model

At the start of a scan and at each restart, all statisticsabénge-initialized to the standard defavdlue described in
Annex D.
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Table F.5 — Statistical model for AC coefficient coding

Context-index Value Coding decision

SE 3x (K-1) K=EOB
SO SE+1 V=0
SS Fixed estimate Sign of V

SN,SP SO 1 Sz<1
X1 SO0+1 Sz<2
X2 AC_Context(K) Sx 4
X3 X2+1 Sz< 8
X15 X2+13 Sz< 215
M2 X2 +14 Magnitude bits if Sz 4
M3 X3 +14 Magnitude bits if Sz 8
M15 X15+ 14 Magnitude bits if Sz 215

F.1.5 Extended sequential DCT-based Huffman encoding process for 12-bit sample precision

This process is identical the sequentidDCT process for 8-bit precisioextended to fouHuffman tabledestinations as

documented in F.1.3, with the following changes.

F.1.5.1 Structure of DC code table for 12-bit sample precision

The two’s complement difference magnitudes are groumedl6 categories$SSS, and &luffman code is created for

each of the 16 difference magnitude categories.

The Huffman table for DC coding (see Table F.1) is extended as shown in Table F.6.

Table F.6 — Difference magnitude categories for DC coding

SSSS

Difference values

12
13
14
15

-4 095..-2 048,2 048..4 095
-8 191..-4 096,4 096..8 191
—-16 383..-8 192,8 192..16 383
—-32 767..—-16 384,16 384..32 767

F.1.5.2 Structure of AC code table for 12-bit sample precision

The general structure of the code table is extended as illustrated in Figardhe Huffman table for ACoding is

extended as shown in Table F.7.
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SSSS

0 EOB
. N/A
RRRR . N/A COMPOSITE VALUES
. N/A
15 ZRL

TISO1430-93/d081

Figure F.11 — Two-dimensional value array for Huffman coding

Table F.7 — Values assigned to coefficient amplitude ranges

SSSS AC coefficients
11 -2 047..-1024,1 024..2 047
12 —4 095..-2 048,2 048..4 095
13 -8 191..-4 096,4 096..8 191
14 —16 383..-8 192,8 192..16 383

F.1.6  Extended sequential DCT-based arithmetic encoding process for 12-bit sample precision

The process is identical to the sequential DCT profoes&-bit precision except for changestive precision of theDCT
computation.

The structure of the encoding procedure is identical to that specified #h whichwas already definetbr a 12-bit
sample precision.

F.2 Sequential DCT-based decoding processes
F.2.1  Sequential DCT-based control procedures and coding models

F.2.1.1 Control procedures for sequential DCT-based decoders
The control procedures for decoding compressed image data and its constituent parts — the frame, scan, restart interval and

MCU - are given in Figures.6 to E.10.The procedure fodecoding a MCU (Figure E.1Qkpetitively calls the
procedure for decoding a data unit. For DCT-based decoders the data unixi8 &to8k of samples.

F.2.1.2 Procedure for decoding an 8 8 block data unit
In the sequential DCT-based decoding process, decoding &b&ck data unit consists of the following procedures:
a) decode DC coefficient for88 block using the DC table destination specified in the scan header;
b) decode AC coefficients for88 block using the AC table destination specified in the scan header;
c) dequantize using table destination specified in the frame header and calculate the n&BE®
F.2.1.3 Decoding models for the sequential DCT procedures
Two decoding procedures are used, one for the DC coefficient ZZ(0) and the other for the AC coefficients ZZ(1)...2Z(63).

The coefficients are decoded ihe order in whichthey occur inthe zig-zag sequence order, startingth the DC
coefficient. The coefficients are represented as two’s complement integers.
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F.2.1.3.1 Decoding model for DC coefficients

The decoded difference, DIFF, asided to PRED, the D@alue fromthe most recentlydecoded 8x 8 block from the
same component. Thus ZZ@PRED+ DIFF.

At the beginning of the scan and at the beginning of each restart interval, the prefdictibea DC coefficient is
initialized to zero.

F.2.1.3.2 Decoding model for AC coefficients

The AC coefficients are decoded time order in whictthey occur in ZZWhen the EOB is decoded, a#maining
coefficients in ZZ are initialized to zero.

F.2.1.4 Degquantization of the quantized DCT coefficients

The dequantization of the quantizBXCT coefficients as described in Annex A, is accomplished by multiplying each
quantizedcoefficient value byhe quantization tablealue forthat coefficient. The decoder shall be able to use diputo
quantization table destinations.

F.2.1.5 Inverse DCT (IDCT)

The mathematical definition of the IDCT is given in A.3.3.

After computation of théDCT, the signed outpusamples are level-shifted, as described in Annex A, converting the
output to an unsigned representation. For 8-bit precisioletie shift is performed bgdding 128 For 12-bit precision

the level shift is performed bgdding 2 048. Ihecessary, the outpsamplesshall be clamped tetaywithin the range
appropriate for the precision (0 to 255 for 8-bit precision and 0 to 4 095 for 12-bit precision).

F.2.2  Baseline Huffman Decoding procedures

The baseline decoding procedurdas 8-bit sample precision. The decodsrall be capable afsing up to two DC and
two AC Huffman tables within one scan.

F.2.2.1 Huffman decoding of DC coefficients

The decoding procedure for the DC difference, DIFF, is:

T =DECODE

DIFF = RECEIVE(T)

DIFF = EXTEND(DIFF,T)

where DECODE is a procedure which returns the &lite associatedith the nextHuffman code in thecompressed
imagedata (seé.2.2.3) andRECEIVE(T) is a procedurehich places the next T bits of the serial bit string into the low
order bits of DIFFMSB first. If T is zero, DIFF is set to zero. EXTEND is a procedwtgch convertsthe partially
decoded DIFF value of precision T to the full precision difference. EXTEND is shown in Figure F.12.
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EXTEND(V,T)
v, =271
V<V, Yes
?
No
V,=(LL-1T)+1
V=V+V,
4
Return V

TISO1440-93/d082

Figure F.12 — Extending the sign bit of a decoded value in V

F.2.2.2 Decoding procedure for AC coefficients

The decoding procedure for AC coefficients is shown in Figures F.13 and F.14.
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— K=K+1

Decode_AC_

coefficients

No

K=K+ 16 i

RS = DECODE

SSSS = RS modulo 16
RRRR =SRL RS 4
R =RRRR

No

K=K+R

Decode_ZZ(K)

Yes

Done

TISO1450-93/d083

Figure F.13 — Huffman decoding procedure for AC coefficients
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Decode_ZZ(K)

ZZ(K) = RECEIVE(SSSS)
ZZ(K) = EXTEND(ZZ(K),SSSS)

Done

TISO1460-93/d084

Figure F.14 — Decoding a non-zero AC coefficient

The decoding of the amplitudend sign of thaon-zero coefficient is done the procedure “Decode_ZZ(K)”, shown in
Figure F.14.

DECODE is a procedure which returns the valR&, associated with the nelduffman code in the codestream
(seeF.2.2.3).The valuesSSSS and Rre derivedrom RS. Thevalue of SSSS is théour low order bits of theomposite
valueand R contains thealue of RRRR (the fouhigh order bits of theomposite value). The interpretation of these
values is described in F.1.2.2. EXTEND is shown in Figure F.12.

F.2.2.3 The DECODE procedure

The DECODE procedure decodes an 8-bit valiech, for the DC coefficient, determines the difference magnitude
category. For the AC coefficient this 8-bit value determines the zero run length and non-zero coefficient category.

Three tables, HUFFVAL, HUFFCODBNndHUFFSIZE, have been defined in Annex C. This particirtgrlementation
of DECODE makesuse of the ordering of theuffman codes irHUFFCODE according to both valad codesize.
Many other implementations of DECODE are possible.

NOTE — The values itHUFFVAL are assigned to eadode in HUFFCODEand HUFFSIZE insequence. There are no
ordering requirements for the values in HUFFVAL which have assigned codes of the same length.

The implementation of DECODE describedthiis subclause uses three tabM#NCODE, MAXCODE and VALPTR,

to decode a pointer to thdUFFVAL table. MINCODE, MAXCODEandVALPTR each have 1éntries, ondor each
possible code size. MINCODE(l) contains the smallest code value for algngth |, MAXCODE(I) contains the largest
code value for a givelength I, andVALPTR(l) contains the index to the start of the listvafues in HUFFVAL which
are decoded by code words of length I. The values in MINC@REMAXCODEare signed 16-bit integers; therefore, a
value of —1 sets all of the bits.

The procedure for generatitigese tables is shown in Figufel5. The procedure for DECODE g&own in Figure F.16.
Note that the 8-bit “VALUE" is returned to the procedure which invokes DECODE.
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Decoder_tables

o -
nn
o ©

MAXCODE(l) = —1 I=1+1

VALPTR() =J

MINCODE(l) = HUFFCODE(J)
J=J+BITS()-1
MAXCODE(l) = HUFFCODE(J)
J=J+1

TISO1470-93/d085

Figure F.15 — Decoder table generation
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=1

CODE = NEXTBIT

I=1+1
CODE = (SLL CODE 1) + NEXTBIT

CODE > MAXCODE(l)
?

J = VALPTR(l)
J=J + CODE — MINCODE())
VALUE = HUFFVAL(J)

Return VALUE

TISO1480-93/d086

Figure F.16 — Procedure for DECODE
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F.2.2.4 The RECEIVE procedure

RECEIVE(SSSS) is a procedure which places the 888%hits of theentropy-coded segment intioe low order bits of
DIFF, MSB first. It calls NEXTBIT and it returns the value of DIFF to the calling procedure (see Figue

RECEIVE(SSSS)

I=1+1
V = (SLL V 1) + NEXTBIT

Return V

TISO1490-93/d087

Figure F.17 — Procedurefor RECEIVE(SSSS)

F.2.2.5 The NEXTBIT procedure

NEXTBIT reads the next bit @fompressed datndpasses it to highdevel routines. It also intercepasmidremoves stuff
bytes and detects markers. NEXTBIT reads the bits of a byte starting with the MSB (see Figure F.18).

Before startinghe decoding of a scan, aafter processing a RST marker, CNT is cleared. The compressed data are read
one byte at a time, using the procedure NEXTBYTE. Each time a byte, B, is read, CNT is set to 8.

The only valid markemhich may occur within theHuffman coded data is the RgTmarker. Othethan theEOI or
markerswhich may occur at or befor¢he start of a scan, thenly markerwhich can occur at the end of the scan is the
DNL (define-number-of-lines).

Normally, the decoder will terminate the decoding at¢ne of the final restaihterval beforethe terminatingnarker is
intercepted. If the DNL marker is encountered, the current line count is set to the value specifiethlgkdraSince the

DNL marker can only beised at the end of thast scan, the scan decode procedure must be terminated when it is
encountered.
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NEXTBIT

No

B =NEXTBYTE
CNT =8

No

Yes

B2 =NEXTBYTE

~ -

}({/\
BIT=SRLB7 52 = DL N Ye

- S
CNT=CNT -1 <_ N 1 Process DNL marker
B=SLLB1 ’
No
Return BIT Error Terminate scan

TISO1500-93/d088

Figure F.18 — Procedure for fetching the next bit of compressed data

F.2.3  Sequential DCT decoding process with 8-bit precision extended to four sets of Huffman tables

This process is identical the Baseline decodingrocess described 2.2, with theexception that the decoder shall be
capable of using up to four DC and four ADffman tablesithin one scan. Four DC arfidur AC Huffman tables is the
maximum allowed by this Specification.

F.2.4  Sequential DCT decoding process with arithmetic coding
This subclause describes the sequential DCT decoding process with arithmetic decoding.

The arithmetic decoding procedurfss decoding binary decisions, initializintpe statistical model, initializing the
decoder, and resynchronizing the decoder are listed in Table D.4 of Annex D.

Some of the procedures in Table D.4 are used in the Heledrcontrol structuréor scansand restarintervals described
in F.2. At the beginning of scans and resi@tervals, thegrobability estimatessed in the arithmetic decoder are reset to
the standard initial value as part of the Initdec procedure which restarts the arithmetic coder.
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The statistical models defined in F.1.4.4 also apply to this decoding process.

The decoder shall be capable of using up to four DC and four AC conditioning tables and associated statistics areas within
one scan.

F.2.4.1 Arithmetic decoding of DC coefficients

The basic structure of the decision sequédncalecoding a DC difference value, DIFF, is shown in Figurk9. The
equivalent structure for the encoder is found in Figure F.4.

Decode_DC_DIFF

D = Decode(S0)

Decode_V(S0) DIFF =0

DIFF =V

Done

TISO1510-93/d089

Figure F.19 — Arithmetic decoding of DC difference

The context-indices used in the DC decoding procedures are defined in Table F.4 (see F.1.4.4.1.3).

The “Decode” procedure returns thalue “D” of the binary decision. Ithe value is not zerahe sign and magnitude of
the non-zero DIFF must be decoded by the procedure “Decode_V(S0)".

F.2.4.2 Arithmetic Decoding of AC coefficients

The AC coefficients are decoded in the order that they occur in ZZ(1,...,63). The encoder procedure for the coding process
is found in Figure F.5. Figure F.20 illustrates the decoding sequence.
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Yes
No
K=K+1 K=K+1 —
D = Decode(S0)
Yes
Decode_V/(S0)
ZZ(K) =V
No K = Se Yes o
? Lad
y

Done

TISO1520-93/d090

Figure F.20 — Procedure for decoding the AC coefficients

The context-indices used in the AC decoding procedures are defined in Table F.5 (see F.1.4.4.2).
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In Figure F.20, K is the index to ttmy-zag sequence position. Atle sequential scalkmin = 1 and Se= 63. The
decision at the top of tHeop isthe EOB decision. If the EOB occurs €D1), theremaining coefficients ithe block are

set to zero. The inndoop just below the EOB decoding decodems ofzero coefficients. Whenevehe coefficient is
non-zero, “Decode_V” decodes the samd magnitude of theoefficient. After each non-zero coefficient is decoded, the
EOB decision is again decoded unless Ke.

F.2.4.3 Decoding the binary decision sequence for non-zero DC differences and AC coefficients

Both the DC differencand the ACcoefficients are represented as signed twolsiplement 16-bit integer values. The
decoding decision tree for these signed integer values &the foboth the DC and AC codingodels. Note, however,
that the statistical models are not the same.

F.2.4.3.1 Arithmetic decoding of non-zero values

Denoting either DC differences or AC coefficients asthMe non-zero signed integealue of V is decoded by the
sequence shown in Figure F.Zhis sequence first decodes the sign of V. It then decodes the magitadgery of V
(Decode_log2_Sz), and then decodes the low order magnitude bits (Decode_$votaitd)at thevalue decodedbr Sz
must be incremented by 1 to get the actual coefficient magnitude.

Decode_V(S)

Decode_sign_of_V

Decode_log2_Sz

Decode_Sz_bits

V=Sz+1

SIGN =1 Yes

Done

TISO1530-93/d091

Figure F.21 — Sequence of procedures in decoding non-zero values of V
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F.2.4.3.1.1 Decoding the sign
The sign is decoded by the procedure shown in Figure F.22.
The context-indices are defined for DC decoding in Table F.4 and AC decoding in Table F.5.

If SIGN = 0, the sign of the coefficient is positive; if SIGNL, the sign of the coefficient is negative.

Decode_sign_of_V

SIGN = Decode(SS)

Yes No

Done

TISO1540-93/d092

Figure F.22 — Decoding the sign of V

F.2.4.3.1.2 Decoding the magnitude category

The context-index S is set in Decode_sign_oand the context-indexalues X1and X2are definedor DC coding in
TableF.4 and for AC coding in Table F.5.

In Figure F.23, M is set to the upper bodadthe magnitude and shiftéeft until the decoded decision zgro. It is then
shifted right by 1 to become the leading bit of the magnitude of Sz.
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Decode_log2_Sz

D = Decode(S)

D = Decode(S)

No

M=SLLM1 M=SRLM1
S=S+1 Sz=M

]

Done

TISO1550-93/d093

Figure F.23 — Decoding procedure to establish the magnitude category

116 CCITT Rec. T.81 (1992 E)



ISO/IEC 10918-1 : 1993(E)

F.2.4.3.1.3 Decoding the exact value of the magnitude

After the magnitudeategory isdecoded, the low order magnitude bits are decoded. These bits are decoded in order of
decreasing bit significance. The procedure is shown in Figure F.24.

The context-index S is set in Decode_log2_Sz.

Decode_Sz_hits

S=S+14

M=SRLM1

Yes

No y

D = Decode(S) Done

No

Sz=MOR Sz

TISO1560-93/d094

L

Figure F.24 — Decision sequence to decode the magnitude bit pattern

F.2.4.4 Decoder restart

The RST, markerswhich are added to theompressed data between each restart intbevad a two byte valugrhich
cannot be generated by the coding procedures. Thesbyt@sequences can be located without decoding, and can
therefore be used to resynchronize the decoderyR&Tkers can therefore be used for error recovery.
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Before error recoverprocedures can be invoked, the error condition must first be detected. Errors during decoding can
show up in two places:

a) The decoder fails to find the expected marker at the point where it is expecting resynchronization.

b) Physically impossible data are decoded. For example, decoding a magnitude theymrtje ofvalues
allowed by themodel isquite likely when thecompressed data are corrupted by errors. For arithmetic
decoders this error condition extremely important taletect, as otherwise the decodway reach a
condition where it uses the compressed data very slowly.

NOTE — Some errorsvill not cause the decoder to lose synchronization. In additemgvery is not
possible forall errors;for example, errors inhe headers arkkely to be catastrophic. The two error
conditions listechbove, however, almost always catls decoder to lose synchronization iway which
permits recovery.

In regaining synchronization, the decoder ozakeuse of the modulo 8 coding restart interval number in the low order

bits of the RS, marker. By comparinthe expected restart interval number tovhkie inthe next RS§ marker in the
compressed image data, the decoder can usually recover synchronization. It then fills in missing lines in the output data by
replication orsomeother suitable procedure, and continues decoding. Of course, the reconstnagedill usually be

highly corrupted for at least a part of the restart interval where the error occurred.

F.2.5 Sequential DCT decoding process with Huffman coding and 12-bit precision

This process is identical the sequentiadDCT process definefbr 8-bit sample precisioand extended téour Huffman
tables, as documented in F.2.3, but with the following changes.

F.2.5.1 Structure of DC Huffman decode table
The general structure of the DC Huffman decode table is extended as described in F.1.5.1.

F.2.5.2 Structure of AC Huffman decode table

The general structure of the AC Huffman decode table is extended as described in F.1.5.2.

F.2.6  Sequential DCT decoding process with arithmetic coding and 12-bit precision

The process is identical the sequentidDCT process for 8-bit precision except for changethénprecision of théDCT
computation.

The structure of the decoding procedure in F.2.4 is already defined for a 12-bit input precision.
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Annex G

Progressive DCT-based mode of operation

(This annex forms an integral part of this Recommendatiteinational Standard)

This annex provides fainctional specification of the following coding processes for the progressive DCT-based mode
of operation:

1) spectral selection only, Huffman coding, 8-bit sample precision;

2) spectral selection only, arithmetic coding, 8-bit sample precision;
3) full progression, Huffman coding, 8-bit sample precision;

4) full progression, arithmetic coding, 8-bit sample precision;

5) spectral selection only, Huffman coding, 12-bit sample precision;
6) spectral selection only, arithmetic coding, 12-bit sample precision;
7) full progression, Huffman coding, 12-bit sample precision;

8) full progression, arithmetic coding, 12-bit sample precision.

For each of these, the encodim®pcess is specified in G.And the decodingrocess is specified in G.2. The functional
specification is presented by means of specific flow cHartghe various proceduresvhich comprise these coding
processes.

NOTE —There isno requirementin this Specification that any encoder or decoder which embodies one of the above-named
processes shall implement the procedures in precisely the ns@odied bythe flow charts in this annex. It is necessany that an
encoder or decoder implement tlumction specified inthis annex. Thesole criterion for an encoder or decoder to be considered in
compliance withthis Specification is that it satisfthe requirementgjiven in clause 6 (for encoders) or clause 7 (for decoders), as
determined by the compliance tests specified in Part 2.

The number of Huffman or arithmetic conditioning tables which may be used within the same scan is four.
Two complementary progressive procedures are defined, spectral selection and successive approximation.

In spectral selection thBCT coefficients of each block are segmeni®d frequency bands. The bands are coded in
separate scans.

In successive approximatiadhe DCT coefficients are divided by a power of twefore coding. In the decoder the
coefficients are multiplied by that same power of two before computing the IDCT. In the succeeding scans the precision of
the coefficients is increased by one bit in each scan until full precision is reached.

An encoder or decoder implementing a full progression uses spectral selgittion successive approximation. An
allowed subset is spectral selection alone.

Figure G.1 illustrates the spectral selection and successive approximation progressive processes.

G.1 Progressive DCT-based encoding processes
G.1.1 Control procedures and coding models for progressive DCT-based procedures

G.1.1.1 Control procedures for progressive DCT-based encoders

The control procedures fencoding arimageand its constituerparts — thdrame,scan, restart intervaind MCU — are
given in Figures E.1 through E.5.

The control structuréor encoding aframe isthe same as fothe sequential procedurddowever, it is convenient to
calculate the FDCT for the entire set of components in a frame before starting the scans. A buffer which is large enough to
store all of the DCT coefficients may be used for this progressive mode of operation.

The number of scans is determined by the progression defined; the number ofagdmesnuch larger than theumber

of components in the frame.
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Figure G.1 — Spectral selection and successive approximation progressive processes
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The procedure foencoding a MCU (see Figug.5) repetitively invokesthe procedurdor coding adata unit. For
DCT-based encoders the data unit is an83block of samples.

Only a portion of each 8 8 block is coded in each scdhe portion being determined by the scan hepdemmeters Ss,
Se, Ah, and Alsee B.2.3). The procedures used to code portions of ea¢ht8ock are described ithis annex. Note,
however,that where these procedures are identical to those used in the sedd€ftibhsed mode of operation, the
sequential procedures are simply referenced.

G.1.1.1.1  Spectral selection control

In spectral selection thag-zag sequence of DCT coefficients is segmemigal bands. A band is defined in the scan
header by specifyinthe starting and ending indices in thig-zagsequence. One band is coded in a given scan of the
progression. DC coefficients are always coded separfttety AC coefficients, and only scanswhich code DC
coefficientsmayhave interleaved blocksom morethan onecomponent. All other scans shhlive only one component.
With theexception of the first DC scaifer the components, the sequence of bands defined in the scans nésidwot

the zig-zag ordering. For each component, a first DC scan shall precede any AC scans.

G.1.1.1.2 Successive approximation control

If successive approximation issed, theDCT coefficients are reduced in precision the pointtransform (seeA.4)

defined in the scan header (see B.2.3). ueEeessive approximation bit position parameter Al spechiesctual point
transform, and the high four bits (Ah) — if there are preceding scans for the band — contain the value of the point transform
used in those preceding scans. If there are no preceding scans for the band, Ah is zero.

Each scan which follows the first scan for a given band progresgiveigvesthe precision of theoefficients by one bit,
until full precision is reached.

G.1.1.2 Coding models for progressive DCT-based encoders

If successive approximation issed, theDCT coefficients are reduced in precision thye pointtransform (seéA.4)
defined in the scan header (see B.2I3)ese models also apply the progressive DCT-based encoddrst with the
following changes.

G.1.1.2.1  Progressive encoding model for DC coefficients

If Al is not zero, the point transform for DC coefficients shall be used to reduce the precision of the DC coefficients. If Ah
is zero, the coefficient values (as modified by the point transform) shall be coded, using the procedure described in Annex
F. If Ah is not zero, the least significant bit of the point transformedd@#fficients shall be coded, usitige procedures
described in this annex.

G.1.1.2.2  Progressive encoding model for AC coefficients
If Al is not zero, the point transform for AC coefficients shall be used to reduce the precision of the AC coefficients. If Ah
is zero, thecoefficient values (as modified lilie pointtransform) shall be coded using modificationghaf procedures

described in Annex F. These modifications are describédsrannex. If Ah is not zero, the precision of toefficients
shall be improved using the procedures described in this annex.

G.1.2 Progressive encoding procedures with Huffman coding

G.1.2.1 Progressive encoding of DC coefficients with Huffman coding

The first scan for a given componestiall encode the D€oefficient values usinthe procedures describedfinl.2.1. If
the successive approximation bit position parameter Aloiszero, theoefficient values shall be reduced in precision by
the point transform described in Annex A before coding.

In subsequent scans using successive approximagoleast significant bits are appended toahmpressed bitream
without compression or modification (see G.1.2.3), except for byte stuffing.

G.1.2.2 Progressive encoding of AC coefficients with Huffman coding
In spectral selection and in the first scan of successive approximation for a componentctredfisient coding model is

similar to that used by the sequential procedusesvever,the Huffman code tables are extended to include coding of
runs of End-Of-Bands (EOBSs). See Table G.1.
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Table G.1 — EOBnN code run length extensions

EOBnN code Run length
EOBO 1
EOB1 2,3
EOB2 4.7
EOB3 8..15
EOB4 16..31
EOB5 32..63
EOB6 64..127
EOB7 128..255
EOBS 256..511
EOB9 512..1 023
EOB10 1024..2 047
EOB11 2048..4 095
EOB12 4096..8 191
EOB13 8192..16 383
EOB14 16384..32 767

The end-of-bandun structurellows efficient coding of blocke/hich have only zero coefficients. ABOB run of length
5 meanghat the currenblock and the nexfour blocks have an end-of-bamdth no intervening non-zerooefficients.
The EOB run length is limited only by the restart interval.

The extension of the code table is illustrated in Figure G.2.

SSSS
0 1 2 13 14
0 EOBO
1 EOB1
RRRR COMPOSITE VALUES
14 |EOB14
15 ZRL

TISO1580-93/d096

Figure G.2 — Two-dimensional value array for Huffman coding

The EOBnN code sequence is defined as follows. Each EOBn code is followed by an extension field similar to the
extension field for the coefficient amplitudes (but witbsitive numbers only). The number of bits appendédetdcOBnN
code is the minimum number required to specify the run length.

If an EOB run is greater than 32 767, it is coded as a sequence of EOB runs of length 32 767 followed by a final EOB run
sufficient to complete the run.

At the beginning of each restart interval the E@B count, EOBRUN, iset to zero. At thend of each restaimterval
any remaining EOB run is coded.

The Huffman encoding procedurdor AC coefficients in spectral selectioand in thefirst scan of successive
approximation is illustrated in Figures G.3, G.4, G.5, and G.6.
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K=K+1

Encode_EOBRUN

Yes

R <16

No

Figure G.3 — Procedure for progressive encoding of AC coefficients with Huffman coding

Encode_ZRL

L]
]

Encode_R_ZZ(K)

R=R+1

EOBRUN =
EOBRUN + 1

EOBRUN = X'7FFF

Encode_EOBRUN

Done

TISO1590-93/d097
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In Figure G.3, Ss is the start of spectral selection, Se igertteof spectral selection, K is the index into the list of
coefficients stored ithe zig-zag sequencgZ, R isthe run length otero coefficientsand EOBRUN is theun length of
EOBs. EOBRUN is set to zero at the start of each restart interval.

If the scan headgrarameter Al (successive approximation bit position lompiszero, thdDCT coefficient values ZZ(K)
in Figure G.3 andigures whichfollow in this annex, including those in the arithmetic coding section, shall be replaced
by the point transformed values ZZ'(K), where ZZ'(K) is defined by:

77/(K) = ZZZ(A'\T)X

EOBSIZE is a procedure which returns the size of the EOB extension field given theue@Bgth as inpuCSIZE is a
procedure whichmaps an AC coefficient tthe SSSSralue defined irthe subclauses on sequential encodssgF.1.1
and F.1.3).

Encode_EOBRUN

EOBRUN =0

SSSS = EOBSIZE(EOBRUN)
| =SSSS x 16
Append EHUFSI(I)
bits of EHUFCO(l)
Append SSSS low order
bits of EOBRUN
EOBRUN =0

Done

D |

TISO1600-93/d098

Figure G.4 — Progressive encoding of a non-zero AC coefficient

Encode_ZRL

Append EHUFSI(X'FO’)
bits of EHUFCO(X'FO’)

Py
1l
Py
=
o

Done

TISO1610-93/d099

Figure G.5 — Encoding of the run of zero coefficients
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Encode_R_ZZ(K)

SSSS = CSIZE(ZZ(K))
I=(16 x R) + SSSS
Append EHUFSI(I)

bits of EHUFCO(l)
ZZ(K)<0 Yes
? ]
No ZZ(K) = ZZ(K) - 1

Append SSSS low order
bits of ZZ(K)
R=0

Done

TISO1620-93/d100

Figure G.6 — Encoding of the zero run and non-zero coefficient

G.1.2.3 Coding model for subsequent scans of successive approximation

The Huffman coding structure of the subsequent scans of successive approximation for a given component is similar to the
coding structure of the first scan of that component.

The structure of the AC code table is identical to the structure described in G.1.2.2. Each non-zéranpfinned
coefficient that has a zero history (i.e. that has a vallieand therefore has not been coded in a previous scan) is defined
by a composite 8-bit run length-magnitude value of the form:

RRRRSSSS

The four most significant bits, RRRR, give the number of zero coefficients that are between thegeffier@ntand the
previously coded coefficient (dhe start of band). Coefficienisith non-zero history (a non-zemalue coded in a
previous scan) are skippeser when counting theero coefficients. The four least significant b&SSS provide the
magnitude category of the non-zero coefficient; for a given component the value of SSSS can only be one.

The run length-magnitude composite value is Huffman coded and each Huffman code is followed by additional bits:

a) One bit codes the sign of the newly non-zero coefficient. A 0-bit codegative sign; a 1-bit codes a
positive sign.

b) For each coefficienvith a non-zero history, one bit is used to code the correction. A idans no
correction and a 1-bit means that one shall be added to the (scaled) decoded magnitude of the coefficient.
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Non-zero coefficients with zero history are coded with a composite code of the form:

HUFFCO(RRRRSSSS) + additional bit (rule a) + correction bits (rule b)

In addition whenevezeroruns are coded witARL or EOBnN codes, correction bifer those coefficientsvith nonzero
history contained within the zero run are appended according to rule b above.

For theHuffman coding version of Encode_AC_Coefficients_8# EOB is defined to be the position of the last point
transformed coefficient of magnitude 1the band. If there are rewefficients of magnitude the EOB is defined to be
zero.

NOTE - The definition of EOB is different for Huffman and arithmetic coding procedures.

In Figures G.7 and G.8 BE is the counbaffered correction bits d@he start of coding of the block. BE is initialized to
zero at the start of each restart interval. At the end of each iagtaral any remaining buffered bits are appended to the
bit stream following the last EOBn Huffman code and associated appended bits.

In Figures G.7 and G.9, BR is the count of buffered correctiomtiish are appended to the biteam according to rule
b. BR is set to zero &he beginning of each Encode_AC_Coefficients_SA. At the end of each iliestaval any
remaining buffered bits are appended to the bit stream following the last Huffman code and associated appended bits.

G.1.3 Progressive encoding procedures with arithmetic coding

G.1.3.1 Progressive encoding of DC coefficients with arithmetic coding

The first scan for a given componesttall encode the D€oefficient values usinthe procedures describedfinl.4.1. If
the successive approximation bit position parameteoiszero, theoefficient values shall be reduced in precision by the
point transform described in Annex A before coding.

In subsequent scans using successive approximatoleast significant bits shall be codedbasary decisions using a
fixed probability estimate of 0.5 (GeX'5A1D’, MPS = 0).

G.1.3.2 Progressive encoding of AC coefficients with arithmetic coding

Except forthe pointtransform scaling ofhe DCT coefficientsand the grouping of theoefficients into bandshe first
scan(s) of successive approximation is identicath& sequential encoding procedure describeé.in4. If Kmin is
equated to Ss, the index of the first AGefficient index inthe band, thélow chart shown in Figur&.5 applies. The
EOB decision in that figureefers tothe “end-of-band” rathethan the‘end-of-block”. Forthe arithmetic codingersion
of Encode_AC_Coefficients_SA (and all other A@efficient coding procedureff)e EOB is defined to be the position
following the last non-zero coefficient in the band.

NOTE - The definition of EOB is different for Huffman and arithmetic coding procedures.

The statistical model described in F.1.4 also holds. For this model the default value of Kx is 5. Other valueayobéx
specified using the DA@arker code (AnneB). The following calculatiorior Kx hasproven to give goodesultsfor 8-
bit precision samples:

Kx = Kmin + SRL (8+ Se —Kmin) 4

This expression reduces to the default ofk&when the band is from index 1 to index 63.
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Encode_AC_
coefficients_SA

K=K+1
No ZZ(K)=0 Yes
?
R>15 Yes
?
Encode_EOBRUN
No No Append_BE_bits
Encode_ZRL
Append_BR_bits
Yes
|zz(K)| =1 No
?
Append LSB of ZZ(K)
Yes to buffered bits R=R+1
Encode_EOBRUN BR=BR+1
Append_BE_bits
Encode_R_ZZ(K)
Append_BR_bits

Yes EOBRUN =
EOBRUN + 1
BE =BE +BR

No

EOBRUN = X'7FFF’

Ives

Encode_EOBRUN
Append_BE_bits

e v

TISO1630-93/d101

Done

Figure G.7 — Successive approximation coding of AC coefficients using Huffman coding
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Append_BE_bits

Append BE buffered bits
to bit stream
BE=0

b
y
Done

TISO1640-93/d102

Figure G.8 — Transferring BE buffered bits from buffer to bit stream

Append_BR_bits

Append BR buffered bits
to bit stream
BR=0

»
y
Done )

TISO1650-93/d103

Figure G.9 — Transferring BR buffered bits from buffer to bit stream
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G.1.3.3 Coding model for subsequent scans of successive approximation

The procedure “Encode_AC_Coefficient_SA” shown in Figure G.10 increases the precision of ¢cheffigznt values
in the band by one bit.

As in the first scan afuccessive approximation for a componentE@B decision is coded at the start of the band and
after each non-zero coefficient.

However,since the end-of-band index of theevious successive approximation scan for a given component, EOBX, is
knownfrom the data coded in the prior scan of that comporikist,decision idypassed whenevéne current index, K,

is less than EOBXx. As in the first scan(s), the EOB decisiafsisbypassed whenewbie lastcoefficient inthe band is

not zero. The decisiofiZ(K) = 0 decodes runs akro coefficients. Ithe decoder is at this step of the procedure, at least
one non-zero coefficient remainstire band of thélock being coded. EZ(K) is not zero, the procedure in Figure G.11

is followed to code the value.

The context-indices in Figures G.A0d G.1lare defined in Table G.2 (seel&3.3.1). The signs afoefficientswith
magnitude of one are coded with a fixed probability value of approximately 0.5 (Qe = X’5A1D’=MPS

G.1.3.3.1 Statistical model for subsequent successive approximation scans

As shown in Table G.2, each statistics area for subsequent successive approximation scans of AC coefficients consists of a
contiguous set 0f89 statistics bins. The signs of coefficiemigh magnitude of one are coded witHixed probability
value of approximately 0.5 (@eX'5A1D’, MPS = 0).

G.2 Progressive decoding of the DCT

The description of the computation of tfi¥CT and the dequantization procedure contained in A.3.3 and Appl¢ to
the progressive operation.

Progressive decoding processes must be able to decompress conmipragsetata which requires up to four sets of
Huffman or arithmetic coder conditioning tables within a scan.

In order to avoid repetition, detailed flow diagrams of progressive decoder operatiat areluded. Decoder operation
is defined by reversing the function of each step described in the efioadeharts,andperformingthe steps imeverse
order.
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Encode_AC_
coefficients_SA

K = Kmin

K < EOBx
?

CodeSA_ZZ(K)

Code_1(SE)
Code_0(SE)
K=K+1 g A
ZZ(K?) =0 Yes Code_0(S0)
No

No K = Se Yes
2

Done

TISO1660-93/d104

Figure G.10 — Subsequent successive approximation scans for coding
of AC coefficients using arithmetic coding
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CodeSA_ZZ(K)

T=LSB 7Z(K) Code_1(S0)

No Yes No Yes

Code_0(SC) Code_1(SC) Code_1(SS) Code_0(SS)

v e v

TISO1670-93/d105

Done

Figure G.11 — Coding non-zero coefficients for subsequent successive approximation scans

Table G.2 — Statistical model for subsequent scans of successive
approximation coding of AC coefficient

Context-index AC coding Coding decision
SE 3x (K-1) K = EOB
SO SE+1 V=0
SS Fixed estimate Sign
sc S0+1 LSB zZ(K)=1
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Annex H

Lossless mode of operation

(This annex forms an integral part of this Recommendation | International Standard)

This annex provides fainctional specification of the following coding processes for the lossless mode of operation:
1) lossless processes with Huffman coding;

2) lossless processes with arithmetic coding.

For each of these, the encodim@cess is specified in H.and the decodingrocess is specified in H.2. The functional
specification is presented by means of specific procedures which comprise these coding processes.

NOTE — There is10 requirement in this Specification that any encoder or decoder which embodies one of the above-named
processes shall implement the procedures in precisely the manner specified in this annex. It is necessary only thabaderudeier
implement thdunction specified inthis annex. Theole criterion for an encoder or decoder to be considered in compliancthiwith
Specification is that it satisfthe requirementgiiven in clause 6 (for encoders) or clause 7 (for decoders), as determined by the
compliance tests specified in Part 2.

The processes which provide for sequential lossless encoding and decoding are not based on thepbiC€s3ée used
are spatial processes basedtl® codingmodel developed fothe DC coefficients ofthe DCT.However,the model is
extended by incorporating a set of selectable one- and two-dimensional prediutifos,interleaveddata the ordering of
samples for the one-dimensional predictor can be different from that used in the DCT-based processes.

Either Huffman coding or arithmetic coding entropy codintay beemployed forthese lossless encodiagd decoding

processes. The Huffmawde table structure is extended to allow up to 16-bit precisidhe input data. The arithmetic
coder statistical model is extended to a two-dimensional form.

H.1 Lossless encoder processes

H.1.1  Lossless encoder control procedures

Subclause E.1 contains the encoder control procedurapplying these procedurestt® lossless encoder, the datat
is one sample.

Input data precision may be from 2 to 16 bits/sample. If the input data path has different pirecrsiba input data, the
data shall be aligned with the least significant bits of the input datalppth.data is represented assigned integers
and is not level shifted prior to coding.

When the encoder is reset in the restart interval control proceduite.{ség the prediction is reset to a defaallue. If
arithmetic coding is used, the statistics are also reset.

For the lossless processes the restart interval shall be an integer multiple of the number of MCU in an MCU-row.

H.1.2  Coding model for lossless encoding

The coding model developed fencoding the DQ@oefficients ofthe DCT is extended to allow a selectiom aset of

seven one-dimensionahdtwo-dimensional predictors. The predictor is selected in the scan header (see Annex B). The
same predictor isisedfor all components ofhe scan. Eackkomponent inthe scan is modeled independently, using
predictions derived from neighbouring samples of that component.

H.1.2.1 Prediction

Figure H.1 shows the relationship between the positions (a, b, ¢) of the reconstructed neigiavoplegused for
prediction and the position of x, the sample being coded.
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TISO1680-93/d106

Figure H.1 — Relationship between sample and prediction samples

Define Px to be the predicticand Ra, Rb, and Rc to be the reconstrustadples immediately tthe left,immediately
above,and diagonally to the left of the curresample. The allowed predictors, onewdfich is selected in the scan
header, are listed in Table H.1.

Table H.1 — Predictors for lossless coding

Selection-value Prediction
0 No prediction (See Annex J)
1 Px=Ra
2 Px=Rb
3 Px=Rc
4 Px=Ra+Rb-Rc
5 Px= Ra+ ((Rb — Rc)/2)
6 Px=Rb+ ((Ra — Rc)/2®)
7 Px= (Ra+ Rb)/2
a)  Shift right arithmetic operation

Selection-value 0 shall only be used for differential coding in the hierarchical mode of operation. Selections 1, 2 and 3 are
one-dimensional predictors and selections 4, 5, 6, and 7 are two-dimensional predictors.

The one-dimensional horizontal predictor (prediction sample Ra) is used for the first line of samples at the start of the scan
and at the beginning of each restart interVake selected predictor is ustat all other lines. Thesample fromthe line

above (prediction sample Rb) is used at the start of each line, except for the first line. At the beginning of the flidst line a

at the beginning of each restart interval the prediction valuB oft i used, where P is the input precision.

If the point transformatioparameter (seA.4) is non-zero, the predictioralue atthe beginning of the first linesnd the
beginning of each restart interval 2Pt - 1where Pt is the value of the point transformation parameter.

Each prediction is calculated with full integer arithmetic precision, and withaunping of either underflow averflow
beyondthe input precision bounds. Fexample, if Raand Rbare both 16-bit integers, tlsaim is a 17-bit integer. After
dividing the sum by 2 (predictor 7), the prediction is a 16-bit integer.
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For simplicity of implementationthe divide by 2 in the prediction selections 5 and 6Table H.1 isdone by an
arithmetic-right-shift of the integer values.

The difference between the predictivalue and the input is calculatethodulo 26. In the decoder the difference is
decoded and added, moduf$ 2o the prediction.

H.1.2.2 Huffman coding of the modulo difference
The Huffmancoding procedures defined in Annexféf codingthe DC coefficients areused to code the moduld@

differences. The table for DC codimgntained in TableE.1 and F.6 is extended lbye additional entry. No extra bits
are appended after SSS36 is encoded. See Table H.2.

Table H.2 — Difference categories for lossless Huffman coding

SSSS Difference values

0 0

1 -11

2 -3,-2,2,3

3 -7.-4,4..7

4 -15..-8,8..15

5 -31..-16,16..31

6 -63..-32,32..63

7 -127..-64,64..127

8 —255..-128,128..255

9 -511..-256,256..511
10 -1023..-512,512..1 023
11 -2 047..-1024,1 024..2 047
12 —4 095..-2 048,2 048..4 095
13 -8 191..-4 096,4 096..8 191
14 —16 383..-8 192,8 192..16 383
15 —-32 767..-16 384,16 384..32 767
16 32 768

H.1.2.3 Arithmetic coding of the modulo difference

The statistical model definefdr the DC coefficient arithmetic coding model (s€el.4.4.1) is generalized to tevo-
dimensional form in which differences coded for the sample to the left and for the line above are used for conditioning.

H.1.2.3.1 Two-dimensional statistical model

The binary decisions are conditioned e differences codefibr the neighbouringsamples immediately above and
immediately tothe leftfrom the same component. As the coding of the DC coefficients, the differences are classified

into 5 categories: zero(0), smalbsitive ¢S), small negativg-S), large positive L), andlarge negative (—L). The two
independent difference categories combine to give 25 different conditioning states. Figure H.2 shows the two-dimensional
array ofconditioning indices. For each of the 25 conditioning stptebability estimates for four binary decisions are

kept.

At the beginning of the scan and each restéerval the conditioning derivefilom the line above isset to zero for the
first line of each component. At the start of each line, the difference to the left is set to zkeopiorposes of calculating
the conditioning.
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0 +S | =S | +L | -L

0 0 4 8 12 | 16

) +S | 20 | 24 | 28 | 32 | 36
Difference to left

(position a)

-S| 40 | 44 | 48 | 52 | 56

+L | 60 | 64 | 68 | 72 | 76

-L | 80 | 84 | 88 | 92 | 96

TISO1690-93/d107

Figure H.2 — 5 x 5 Conditioning array for two-dimensional statistical model

H.1.2.3.2  Assignment of statistical bins to the DC binarydecision tree

Each statistics ardfar lossless coding consists of a contiguous sett5& statistics bins. The first00 bins consist of
25 sets of four bins selected by a context-in88xThe value of SO is given by L_Context(Da,Dich provides a
value of 0,4,..., 92 or 96depending on the difference classifications ofdda Db(see H.1.2.3.1). Thealue for SO

provided by L_Context(Da,Db) is from the array in Figure H.2.

The remaining 58 bins consist of two sets of 29 bins, . X1X15, M2, ..., M15, whictare used to code magnitude
category decisions and magnitude bits. The value of X1 is given by X1_Context(Db), which provides a 1@0uehsn
Db is in the zerosmall positive or small negative categorgsl avalue of129 when Db is in th&arge positive or large

negative categories.

The assignment of statistical bins to the binary decision tree used for coding the difference is given in Table H.3.

Table H.3 — Statistical model for lossless coding

Context-index

Value

Coding decision

SO
SS
SP
SN
X1
X2
X3

X15
M2

M3

M15

L_Context(Da,Db)
SO+ 1

SO+ 2

SO0+ 3
X1_Context(Db)
X1+1

X1+2

X1+14
X2+ 14
X3+ 14

X15+ 14

\£0
Sign
Sz<1lifv>0
Sz<1lifv<O0

Sz<2
Sz<4
Sz<8

Sz <25

Magnitude bits if Sz < 4
Magnitude bits if Sz < 8

Magnitude bits if Sz <12
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H.1.2.3.3 Default conditioning bounds

The bounds, land U,for determiningthe conditioningcategory haveéhe defaultvalues L= 0 and U= 1. Other bounds
may be set using the DAC (Define-Arithmetic-Conditioning) marker segment, as described in Annex B.

H.1.2.3.4 Initial conditions for statistical model

At the start of a scan and at each restart, all statisticsabénge-initialized to the standard defavdlue described in
Annex D.

H.2 Lossless decoder processes

Lossless decodersay employeitherHuffmandecoding or arithmetic decodingheyshall be capable afsing up tdour
tables in a scan. Lossless decoders shall be able to decode enwgkedourcelata withanyinput precisiorfrom 2 to
16 bits per sample.

H.2.1  Lossless decoder control procedures

Subclause E.2 contains thecoder control procedures. In applying these procedutbs tossless decoder the datat
is one sample.

When the decoder is reset in the restart interval control procedur&.g&dg the prediction is reset to thkame value
used in the encoder (see H.1.2.1). If arithmetic coding is used, the statistics are also reset.

Restrictions on the restart interval are specified in H.1.1.

H.2.2  Coding model for lossless decoding
The predictor calculations defined in H.1.2 also apply to the lossless decoder processes.

The lossless decoders, decode the differenogsaddthem, modulo 26, to the predictions to create the output. The
lossless decoders shall be able to interpret the pinsform parametegnd if non-zero, multiplythe output of the
lossless decoder by'2

In order to avoid repetition, detailed flow charts of the lossless decoding procedures are omitted.
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Annex J

Hierarchical mode of operation

(This annex forms an integral part of this Recommendation | International Standard)

This annex provides fainctional specification of the coding processes for the hierarchical mode of operation.

In the hierarchical mode of operation each component is encoded or decoded in a non-differenti@ufrhfreanes may
be followed by a sequence of differentfedmes. A non-differentiaframe shall be encoded or decoded using the
procedures defined in Annexes F, G and H. Differential frame procedures are defined in this annex.

The coding process for a hierarchiecoding containing DCT-based processes is definetheadighest numbered
process listed iTableJ.1 which is used to codey non-differential DCT-based or differential DCT-bagadhe in the
compressed imagdataformat. The coding process for a hierarchieatoding containing only lossless processes is
defined to be the process used for the non-differential frames.

Table J.1 — Coding processes for hierarchical mode

Process Non-differential frame specification
1 Extended sequential DCT, Huffman, 8-bit Annex F, process 2
2 Extended sequential DCT, arithmetic, 8-bit Annex F, process 3
3 Extended sequential DCT, Huffman, 12-bit Annex F, process 4
4 Extended sequential DCT, arithmetic, 12-bit Annex F, process 5
5 Spectral selection only, Huffman, 8-bit Annex G, process 1
6 Spectral selection only, arithmetic, 8-bit Annex G, process 2
7 Full progression, Huffman, 8-bit Annex G, process 3
8 Full progression, arithmetic, 8-bit Annex G, process 4
9 Spectral selection only, Huffman, 12-bit Annex G, process 5
10 Spectral selection only, arithmetic, 12-bit Annex G, process 6
11 Full progression, Huffman, 12-bit Annex G, process 7
12 Full progression, arithmetic, 12-bit Annex G, process 8
13 Lossless, Huffman, 2 through 16 bits Annex H, process 1
14 Lossless, arithmetic, 2 through 16 bits Annex H, process 2

Hierarchical mode syntaequires a DHFnarker segmenhatappears beforthe non-differentiaframe or frames. It may
include EXPmarker segmentand differentialframeswhich shallfollow the initial non-differentiaframe. Theframe
structure in hierarchical mode is identical to the frame structure in non-hierarchical mode.

Either all non-differential frames within an imagieall be coded witDDCT-based processes, or all non-differerftames
shall be coded with losslepsocesses. Alframeswithin animage mususe thesame entropgoding procedure, either
Huffman orarithmetic, with the exception that non-differenfi@imescoded with the baselingrocessmay occur in the
same image with frames coded with arithmetic coding processes.

If the non-differential frames use DCT-based processes, all differential frames except thanfiadbr a componershall
use DCT-based processes. The final differential frame for each component may use a differential lossless process.

If the non-differential frames use lossless processes, all differential frames shall use differential lossless processes.

For each of thegrocesses listed ifiable J.1, the encodingrocesses are specified Jinl, and decodingrocesses are
specified in J.2.

NOTE - There is no requirement in this Specification thatany encoder or decoder which embodies one of the
abovenamed processes shall implement the procedurgseitiselythe mannerspecified bythe flow charts in this annex. It is
necessary only that an encoder or decoder implethefinction specified inthis annex. Theole criterion for an encoder or decoder
to be considered in compliance with this Specification is that it satisfy the requiregiventénclause 6 (for encoders) or clause 7 (for
decoders), as determined by the compliance tests specified in Part 2.
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In the hierarchicamode of operation each component is encoded or decoded in a non-différamtelfollowed by a
sequence of differentidfames. A non-differentiaframe shall use the procedures defined in Annexes F, G, and H.
Differential frame procedures are defined in this annex.

J.1 Hierarchical encoding

J.1.1 Hierarchical control procedure for encoding an image

The control structure for encoding of an image using the hierarchical mode is given in Figure J.1.

Encode_image

[Generate down-sampled images]
Append SOI marker

[Append tables/miscellaneous]
Append DHP marker segment

No_Ditferential frame >_Y€S

7

~.

[Upsample reference components and
Encode_frame append EXP marker segment]
Generate differential components
Encode_differential_frame
Reconstruct differential components
Reconstruct components

Reconstruct components

using matching
Yes /m\

decoder process
AN ? 7

No

Append EOI marker

Done

TISO1700-93/d108

Figure J.1 — Hierarchical control procedure for encoding an image

In Figure J.1 procedures hrackets shall beerformed whenevethe particular hierarchical encoding sequence being
followed requires them.
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In the hierarchicamodethe define-hierarchical-progression (DHRarker segmenshall be placed in theompressed
imagedatabeforethe first start-of-frame. The DHP segmenttised to signal the size of tlimage components of the
completed image. The syntax of the DHP segment is specified in Annex B.

The first frame for each component or group of components in a hierarchical process shall be encoded by a
non-differential frame. Differential framehall then be used to encode the twabmplement differences between source
input components (possibly downsampledhd the reference components (possibly upsampled). The reference
components are reconstructed components created by previous frahmesigrarchical process. For either differential or
non-differential frames, reconstructionstbe components shall be generated if needed as reference compimneats
subsequent frame in the hierarchical process.

Resolution changesnay occur between hierarchicdtames in ahierarchical process. These changes occur if
downsampling filters are used to reduce the spatial resolution of some or altofrthenents othe sourcémage.When

the resolution of a referencemponent does not matte resolution of theomponeninput to a differentiaframe, an
upsampling filter shall be used to increase the spatial resolution of the reference component. TierkeKBegment
shall be added to theompressed imag#atabeforethe start-of-frame whenever upsampling of a reference component is
required. No more than one EXP marker segment shall precede a given frame.

Any of the marker segments allowed beforstart-of-frame forthe encodingrocess selecteshay beusedbeforeeither
non-differential or differential frames.

For 16-bit input precision (lossless encoder), the differentatiponentswvhich are input to a differentidtfame are
calculated modulo ¥, The reconstructed components calculdteth the reconstructed differentiabmponents are also
calculated moduloZ®.

If a hierarchical encoding process uses a DCT encoding primcebe firstframe,all frames inthe hierarchicaprocess
except forthe finalframe foreach component shall udee DCT encoding processes defined in either Annex F or Annex
G, or the modifiedCT encoding processes definedtliis annex. The findramemay use a modified lossless process
defined in this annex.

If a hierarchical encoding process uses a lossless encoding process for the first frame, all frames in the heoasdscal
shall use a lossless encoding process defined in Annex H, or a modified lossless process defined in this annex.

J.1.1.1 Downsampling filter

The downsampled components are generated using a downsamplirtdiltisr not specified in this Specification. This
filter should, however, be consistent with the upsampling filter. An example of a downsampling filter is provided in K.5.

J.1.1.2 Upsampling filter

The upsampling filter increases the spatial resolution Hpctor of two horizontally, vertically, or both. Bi-linear
interpolation is used for the upsampling filter, as illustrated in Figure J.2.

X

b

TISO1710-93/d109

Figure J.2 — Diagram of sample positions for upsampling rules
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The rule for calculating the interpolated value is:
P, = (Ra+ Rb)/2

where Ra and Rlare sample valueBom adjacent positions a and b of thewver resolutionimage and Px is the
interpolated value. The division indicates truncation, not rounding. The left-most column of the upsanagéechatches
the left-most column of the lower resolution image. The top line of the upsammglgd matchethe top line of the lower
resolution image. Theght columnand thebottomline of the lower resolutioimage are replicated to providee values

required for the right column edgmdbottomline interpolations. The upsamplipgocess always doublése line length

or the number of lines.

If both horizontal andvertical expansions are signalled, they are done in sequence thdiisorizontal expansion and
then the vertical.

J.1.2  Control procedure for encoding a differential frame

The control procedures in Annex E for frames, scans, restart intervals, anéstCapply tahe encoding of differential
frames, and the scans, restart intervals, and M@ which the differentiaframe isconstructed. The differentiflames
differ from the frames of Annexes F, G, and H only at the coding model level.

J.1.3  Encoder coding models for differential frames

The coding models defined in Annexes F, G, and H are modified to allow them to be used for coding of two’s complement
differences.

J.1.3.1 Modifications to encoder DCT encoding models for differential frames

Two modifications are made to the DCT coding models to allow them to be used in differential Fiastethe FDCT of
the differential input is calculated without thevel shift. Second, the DQoefficient ofthe DCT is coded directly —
without prediction.

J.1.3.2 Modifications to lossless encoding models for differential frames

One modification is made tthe lossless coding models. The difference is coded directly — without prediction. The
prediction selection parameter time scan header shall be set to zero. The p@nsformwhich may beapplied to the
differential inputs is defined in Annex A.

J.1.4 Modifications to the entropy encoders for differential frames

The coding of two’s complement differences requires one extra bit of precision for the Huffman coding of AC coefficients.
The extension to Tables F.1 and F.7 is given in Table J.2.

Table J.2 — Modifications to table
of AC coefficient amplitude ranges

SSSS AC coefficients

15 —-32 767..-16 384, 16 384..32 767

The arithmetic coding models are already defined for the precision needed in differential frames.
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Hierarchical decoding

Hierarchical control procedure for decoding an image

The control structure for decoding an image using the hierarchical mode is given in Figure J.3.

Decode_image

SOl marker No
?

Yes

Interpret markers Error

?

Non-Hierarchical mode

Differential frame
?

[Upsample reference components]
Decode_frame Decode_differential_frame
Reconstruct_components

¢ TISO1720-93/d110

Figure J.3 — Hierarchical control procedure for decoding an image
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The Interpret markers procedwskall decode thenarkerswhich may precede the SORarker,continuing this decoding
until either a SOF oEOI marker isfound. If theDHP marker isencounteredeforethe firstframe, a flag is sawhich
selects the hierarchical decoder at the “hierarchical?” decision point. In additionDblEhmarker(which shall precede
any SOF) and the EXPnarker(which shall precedany differentialSOF requiring resolution changes in tieference
components), any other markevhich mayprecede a SOF shall be interpreted to the extent redfoiregcoding of the
compressed image data.

If a differential SOFmarker isfound, the differentiaframepath is followed. If the EXP was encountered in Ititerpret
markers procedurghe referenceomponents fothe frameshall be upsampled as required by pagameters ithe EXP
segment. The upsampling procedure described in J.1.1.2 shall be followed.

The Decode_differential_frame procedure generates a set of differential components. These differential components shall
be added, modulol, to the upsampled referencemponents ithe Reconstruct_components procedure. This creates a
new set of reference components which shall be used when required in subsequent frames of the hierarchical process.

J.2.2  Control procedure for decoding a differential frame

The control procedures in Annex E for frames, scans, restart intervals, anéstCapply tahe decoding of differential
framesand the scans, restart intervals, and M@&lth which the differentiaframe isconstructed. The differentiflame
differs from the frames of Annexes F, G, and H only at the decoder coding model level.

J.2.3  Decoder coding models for differential frames

The decoding models described in Annexes Farl Hare modified to allow them to be uséu decoding of two's
complement differential components.

J.2.3.1 Moadifications to the differential frame decoder DCT coding model

Two modifications are made to the decoder DCT coding models to allow them to code differentialRianekelDCT
of the differential output is calculated without the level shift. Second, thede€icient ofthe DCT is decoded directly —
without prediction.

J.2.3.2 Modifications to the differential frame decoder lossless coding model

One modification is made to the lossless decoder coding model. The difference is decoded directly — without prediction. If
the point transformatioparameter inthe scan header is not zero, the point transform, defined in Annex A, shall be
applied to the differential output.

J.2.4 Modifications to the entropy decoders for differential frames

The decoding of two’s complement differenaegjuires one extra bit of precision in thieffman code table. This is
described in J.1.4. The arithmetic coding models are already defined for the precision needed in differential frames.
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Annex K

Examples and guidelines

(This annex does not form an integral part of this Recommendation | International Standard)

This annex provides examples of various tables, procedures, and other guidelines.

K.1 Quantization tables for luminance and chrominance components

Two examples ofjuantization tables are given in Tables Erid K.2.These are based on psychovisual thresholding and
are derived empiricallysing luminance andhrominanceand 2:1horizontal subsampling. These tables are provided as
examples onlyandare not necessarily suitalfier any particular application. Thesgiantization valuefave beerused

with good results on 8-bit psample luminancandchrominance images tfie formatillustrated in Figure 13\ote that
these quantization values are appropriate for the DCT normalization defined in A.3.3.

If these quantization values are divided by 2, the resulting reconstructed image is usually nearly indistinguishable from the
source image.

Table K.1 — Luminance quantization table

16 11 10 16 24 40 51 61
12 12 14 19 26 58 60 55
14 13 16 24 40 57 69 56
14 17 22 29 51 87 80 62
18 22 37 56 68 109 103 77
24 35 55 64 81 104 113 92
49 64 78 87 103 121 120 101
72 92 95 98 112 100 103 99

Table K.2 — Chrominance quantization table

17 18 24 47 99 99 99 99
18 21 26 66 99 99 99 99
24 26 56 99 99 99 99 99
47 66 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
99 99 99 99 99 99 99 99
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K.2 A procedure for generating the lists which specify a Huffman code table

A Huffman table isgeneratedrom acollection of statistics in two steps. The first step is the generation of the list of
lengths andralueswhich are in accord with the ruldsr generatinghe Huffman code tables. The second step is the
generation of the Huffman code table from the list of lengths and values.

The first step, the topic of this section, is needaty for custom Huffman tablgeneration and is donenly in the
encoder. In this step the statistics are used to create a table associating each value tonith toeesilze(in bits) of the
corresponding Huffman code. This table is sorted by code size.

A procedure for creating a Huffman table for a set of upb®symbols isshown in Figure K.1. Threeectors are defined
for this procedure:

FREQ(V) Frequency of occurrence of symbol V
CODESIZE(V) Code size of symbol V
OTHERS(V) Index to next symbol in chain of all symbols in current branch of code tree

where V goes from 0 to 256.

Before starting the procedure, the values of FREQ are collectedS@ t¢ 255 and the FREQ value for?256 isset to

1 to reserve one code poiREQ valuesfor unusedsymbolsare defined to be zero. In addition, the entries in
CODESIZE are all set to @&nd the indices IDTHERS are set tel, thevalue which terminates a chain of indices.
Reserving one code point guarantees that no code word can ever be all “1” bits.

The search fothe entrywith the leaswalue of FREQ(V) selecthe largesvalue of Vwith the leastvalue of FREQ(V)
greater than zero.

The proceduréFind V1 for least value oFREQ(V1) > 0"always selectshe value with the largestalue of V1 when

morethan one V1 with theame frequencgccurs. The reserved code pointtien guaranteed to be in the longesde
word category.
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Code_size

47

Find V1 for least value of
FREQ(V1) >0

Find V2 for next least value
of FREQ(V2) >0

<

Yes
Done

FREQ(V1) =
FREQ(V1) +
FREQ(V2)

FREQ(V2) = 0

»
|

CODESIZE(V1) =

V1= OTHERS(V1) CODESIZE(V1) + 1

Yes

OTHERS(V1) = V2

CODESIZE(V2) =

V2 = OTHERS(V2) CODESIZE(V2) + 1

No Yes

~OTHERS(V2) =—1">
. >

TISO1730-93/d111

Figure K.1 — Procedure to find Huffman code sizes
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Once the code lengther eachsymbol havebeen obtained, the number of codes of each length is obtained using the
procedure in Figure K.2. The couot each size isontained in the lisBITS. Thecounts inBITS are zero athe start of

the procedure. The procedussumeshat the probabilities are large enough that code lengths gtieateB2 bitsever

occur. Note thatntil the finalAdjust_BITS procedure is complet®lTS mayhave morghan the 16 entries required in

the table specification (see Annex C).

Count_BITS

BITS(CODESIZE()) =

CODESLZE(') =0 BITS(CODESIZE()) + 1

Yes

I=1+1

No

Yes

Adjust_BITS

Done

TISO1740-93/d112

Figure K.2 — Procedure to find the number of codes of each size
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Figure K.3 gives the procedure fadjusting theBITS list so that no code is longer than 16 bits. Seyabolsare paired
for the longesHuffman code, thesymbolsare removedrom this lengthcategory two at a time. The prefix ftre pair
(which is one bit shorter) is allocated to one of the pair; then (skippirlTig&entry forthat prefix length) a code word
from the next shortest non-zeBITS entry isconverted into grefix for two code words onlit longer. After theBITS
list is reduced to amaximumcode length of 16 bits, the last stemovesthe reserved code poititom the code length

count.

Adjust_BITS

1=32

BITS(J)>0
?

-
-

ves

BITS() = BITS(l) — 2
BITS(I—1)=BITS(-1) +1
BITS(J + 1) = BITS(J + 1) + 2
BITS(J)=BITS (J)— 1

]

Yes BITS()) > 0
?

No

BITS()=0 ™ Yes
o Yes |

-

e

BITS()) = BITS(l)— 1

.

Done

TISO1750-93/d113

Figure K.3 — Procedure for limiting code lengths to 16 bits
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The inputvalues are sorted according to code size as shown in Figure K.4. HUFF\tAL list containing the input
values associated with each code word, in order of increasing code length.

At this point, the list of code lengtifBITS) and the list ofvalues (HUFFVAL) can beised to generate the code tables.
These procedures are described in Annex C.

Sort_input

(&
1
o

_~Yes| HUFFVAL(K)=J
CODESI?ZE(J) =1 K=K +1

No

J=J+1

Yes

I=1+1

Yes

Done

TISO1760-93/d114

Figure K.4 — Sorting of input values according to code size

K.3 Typical Huffman tables for 8-bit precision luminance and chrominance

Huffman table-specification syntax is specified in B.2.4.2.
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K.3.1  Typical Huffman tables for the DC coefficient differences
Tables K.3and K.4give Huffman tables fothe DCcoefficient differencesvhich have been developdhbm the average
statistics of a large set of video imageéth 8-bit precisionTable K.3 is appropriate for luminance componemgTable

K.4 is appropriate for chrominance componeAtthough there are no default tables, these tami@gprove to beuseful
for many applications.

Table K.3 — Table for luminance DC coefficient differences

Category Code length Code word

o
N

oC

010

011

100

101

110

1110
11110
111110
1111110
11111110
111111110

© 00 N O g A~ W NP

[y
o
© 0 N O 0 b~ W W W wWwow

I
[

Table K.4 — Table for chrominance DC coefficient differences

Category Code length Code word
0 2 0oc
1 2 01
2 2 10
3 3 110
4 4 1110
5 5 11110
6 6 111110
7 7 1111110
8 8 11111110
9 9 111111110
10 10 1111111110
11 11 11111111110

K.3.2  Typical Huffman tables for the AC coefficients

Tables K.5and K.6give Huffman tables fathe AC coefficientswhich have been developdobm the averagestatistics of
a large set of images with 8-bit precision. Table K.5 is appropriate for luminance compomErdable K.6 is appropriate
for chrominance componentélthough there are no default tables, these tabteg prove to beuseful for many
applications.
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Table K.5 — Table for luminance AC coefficients (sheet 1 of 4)

Run/Size Code length Code word
0/0 (EOB) 4 1010
0/1 2 00
0/2 2 01
0/3 3 100
0/4 4 1011
0/5 5 11010
0/6 7 1111000
or7 8 11111000
0/8 10 1111110110
0/9 16 1111111110000010
O/A 16 1111111110000011
1/1 4 1100
1/2 5 11011
1/3 7 1111001
1/4 9 111110110
1/5 11 11111110110
1/6 16 1111111110000100
1/7 16 1111111110000101
1/8 16 1111111110000110
1/9 16 1111111110000111
1/A 16 1111111110001000
2/1 5 11100
2/2 8 11111001
2/3 10 1111110111
2/4 12 111111110100
2/5 16 1111111110001001
2/6 16 1111111110001010
217 16 1111111110001011
2/8 16 1111111110001100
2/9 16 1111111110001101
2/1A 16 11121111110001110
3/1 6 111010
3/2 9 111110111
3/3 12 111111110101
3/4 16 1111111110001111
3/5 16 1111111110010000
3/6 16 1111111110010001
3/7 16 1111111110010010
3/8 16 1111111110010011
3/9 16 1111111110010100
3/A 16 1111111110010101
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Run/Size Code length Code word
4/1 6 111011
4/2 10 1111111000
4/3 16 1111111110010110
4/4 16 1111111110010111
4/5 16 1111111110011000
4/6 16 1111111110011001
a/7 16 1111111110011010
4/8 16 1111111110011011
4/9 16 1111111110011100
4/A 16 1111111110011101
5/1 7 1111010
5/2 11 11111110111
5/3 16 1111111110011110
5/4 16 1111111110011111
5/5 16 1111111110100000
5/6 16 1111111110100001
5/7 16 1111111110100010
5/8 16 1111111110100011
5/9 16 1111111110100100
5/A 16 1111111110100101
6/1 7 1111011
6/2 12 111111110110
6/3 16 1111111110100110
6/4 16 1111111110100111
6/5 16 1111111110101000
6/6 16 1111111110101001
6/7 16 1111111110101010
6/8 16 1111111110101011
6/9 16 1111111110101100
6/A 16 1111111110101101
711 8 11111010
712 12 111111110111
713 16 1111111110101110
714 16 1111111110101111
715 16 1111111110110000
716 16 1111111110110001
717 16 1111111110110010
718 16 1111111110110011
719 16 1111111110110100
7IA 16 11121111110110101
8/1 9 111111000
8/2 15 111111111000000
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Table K.5 (sheet 3 of 4)

Run/Size Code length Code word
8/3 16 1111111110110110
8/4 16 1111111110110111
8/5 16 1111111110111000
8/6 16 1111111110111001
8/7 16 1111111110111010
8/8 16 1111111110111011
8/9 16 1111111110111100
8/A 16 1111111110111101
9/1 9 111111001
9/2 16 1111111110111110
9/3 16 1111111110111111
9/4 16 1111111111000000
9/5 16 1111111111000001
9/6 16 1111111111000010
9/7 16 1111111111000011
9/8 16 1111111111000100
9/9 16 1111111111000101
9/A 16 11121111111000110
A/l 9 111111010
A2 16 1111111111000111
A3 16 1111111111001000
Al4 16 1111111111001001
A/5 16 1111111111001010
Al6 16 1111111111001011
A7 16 1111111111001100
A/8 16 1111111111001101
A9 16 1111111111001110
AA 16 1111111111001111
B/1 10 1111111001
B/2 16 1111111111010000
B/3 16 1111111111010001
B/4 16 1111111111010010
B/5 16 1111111111010011
B/6 16 1111111111010100
B/7 16 1111111111010101
B/8 16 1111111111010110
B/9 16 1111111111010111
B/A 16 1111111121011000
(O7K 10 1111111010
C/2 16 1111111111011001
C/3 16 1111111111011010
C/a 16 1111111111011011
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Run/Size Code length Code word
C/5 16 1111111111011100
Cl6 16 1111111111011101
cr7 16 1111111111011110
C/8 16 1111111111011111
C/9 16 1111111111100000
CIA 16 1111111111100001
D/1 11 11111111000
D/2 16 1111111121100010
D/3 16 1111111111100011
D/4 16 1111111121100100
D/5 16 1111111111100101
D/6 16 1111111121100110
DI7 16 1111111111100111
D/8 16 1111111121101000
D/9 16 1111111111101001
DIA 16 1111111111101010
E/1 16 1111111111101011
E/2 16 1111111121101100
E/3 16 1111111111101101
E/4 16 11111111121101110
E/5 16 1111111111101111
E/6 16 1111111121110000
E/7 16 1111111112110001
E/8 16 1111111121110010
E/9 16 1111111121110011
E/A 16 1111111121110100
F/0 (ZRL) 11 11111111001
F/1 16 1111111111110101
FI2 16 11111111121110110
F/3 16 1111111111110111
Fi4 16 1111111122111000
F/5 16 1111111112111001
F/6 16 11111111121111010
FI7 16 11111111122111011
F/8 16 11111111122111100
F/9 16 11111111112111101
FIA 16 11111111121111110
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Table K.6 — Table for chrominance AC coefficients (sheet 1 of 4)

Run/Size Code length Code word
0/0 (EOB) 2 00
0/1 2 01
0/2 3 100
0/3 4 1010
0/4 5 11000
0/5 5 11001
0/6 6 111000
o/7 7 1111000
0/8 9 111110100
0/9 10 1111110110
O/A 12 111111110100
1/1 4 1011
1/2 6 111001
1/3 8 11110110
1/4 9 111110101
1/5 11 11111110110
1/6 12 111111110101
1/7 16 11111111120001000
1/8 16 1111111110001001
1/9 16 1111111110001010
1/A 16 1111111110001011
2/1 5 11010
2/2 8 11110111
2/3 10 1111110111
2/4 12 111111110110
2/5 15 111111111000010
2/6 16 1111111110001100
217 16 1111111110001101
2/8 16 1111111110001110
2/9 16 1111111110001111
2/A 16 1111111110010000
3/1 5 11011
3/2 8 11111000
3/3 10 1111111000
3/4 12 111111110111
3/5 16 1111111110010001
3/6 16 1111111110010010
3/7 16 1111111110010011
3/8 16 1111111110010100
3/9 16 1111111110010101
3/A 16 11121111110010110
4/1 6 111010
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Run/Size Code length Code word
4/2 9 111110110
4/3 16 1111111110010111
4/4 16 1111111110011000
4/5 16 1111111110011001
4/6 16 1111111110011010
a/7 16 1111111110011011
4/8 16 1111111110011100
4/9 16 1111111110011101
4/A 16 1111111110011110
5/1 6 111011
5/2 10 1111111001
5/3 16 1111111110011111
5/4 16 1111111110100000
5/5 16 1111111110100001
5/6 16 1111111110100010
5/7 16 1111111110100011
5/8 16 1111111110100100
5/9 16 1111111110100101
5/A 16 1111111110100110
6/1 7 1111001
6/2 11 11111110111
6/3 16 1111111110100111
6/4 16 1111111110101000
6/5 16 1111111110101001
6/6 16 1111111110101010
6/7 16 1111111110101011
6/8 16 1111111110101100
6/9 16 1111111110101101
6/A 16 1111111110101110
711 7 1111010
712 11 11111111000
713 16 1111111110101111
714 16 1111111110110000
715 16 1111111110110001
716 16 1111111110110010
717 16 1111111110110011
718 16 1111111110110100
719 16 1111111110110101
7IA 16 1111111110110110
8/1 8 11111001
8/2 16 1111111110110111
8/3 16 1111111110111000
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Table K.6 (sheet 3 of 4)

Run/Size Code length Code word
8/4 16 1111111110111001
8/5 16 1111111110111010
8/6 16 1111111110111011
8/7 16 1111111110111100
8/8 16 1111111110111101
8/9 16 1111111110111110
8/A 16 1111111110111111
9/1 9 111110111
9/2 16 1111111111000000
9/3 16 1111111111000001
9/4 16 1111111111000010
9/5 16 1111111111000011
9/6 16 1111111111000100
9/7 16 1111111111000101
9/8 16 1111111111000110
9/9 16 1111111111000111
9/A 16 1111111111001000
A/l 9 111111000
A2 16 1111111111001001
A3 16 1111111111001010
Al4 16 1111111111001011
A/5 16 11121111111001100
Al6 16 1111111111001101
A7 16 1111111111001110
A/8 16 1111111111001111
A9 16 1111111111010000
AA 16 1111111111010001
B/1 9 111111001
B/2 16 1111111111010010
B/3 16 1111111111010011
B/4 16 1111111111010100
B/5 16 1111111111010101
B/6 16 1111111111010110
B/7 16 1111111111010111
B/8 16 1111111111011000
B/9 16 1111111111011001
B/A 16 1111111111011010
(O7K1 9 111111010
C/2 16 1111111111011011
C/3 16 1111111111011100
C/a 16 1111111111011101
C/5 16 1111111111011110
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Run/Size Code length Code word
Cl6 16 1111111111011111
cr7 16 1111111111100000
C/8 16 1111111111100001
C/9 16 1111111121100010
CIA 16 1111111121100011
D/1 11 11111111001
D/2 16 1111111121100100
D/3 16 1111111111100101
D/4 16 1111111121100110
D/5 16 1111111111100111
D/6 16 1111111121101000
DI7 16 1111111121101001
D/8 16 1111111121101010
D/9 16 1111111111101011
DIA 16 111212111111101100
E/1 14 11111111100000
E/2 16 1111111111101101
E/3 16 11111111121101110
E/4 16 1111111111101111
E/5 16 1111111121110000
E/6 16 1111111112110001
E/7 16 1111111121110010
E/8 16 1111111121110011
E/9 16 1111111121110100
E/A 16 1111111111110101
F/I0 (ZRL) 10 1111111010
F/1 15 111111111000011
FI2 16 11111111121110110
F/3 16 1111111111110111
Fi4 16 11111111221111000
F/5 16 1111111112111001
F/6 16 11111111121111010
FI7 16 11111111121111011
F/8 16 11111111122111100
F/9 16 111111111212111101
FIA 16 11111111121111110

CCITT Rec. T.81 (1992 E)

157



ISO/IEC 10918-1 : 1993(E)
K.3.3  Huffman table-specification examples

K.3.3.1 Specification of typical tables for DC difference coding

A set of typical tables for DC component coding is given in K.3.1. The specification of these tables is as follows:

For Table K.3 (for luminance DC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 01 05 01 01 01 O1 01 O1 OO OO OO OO OO OO0 o0

The set of values following this list is

X00 01 02 03 04 05 06 07 08 09 OA OB

For Table K.4 (for chrominance DC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 03 01 01 01 01 O1 01 O1 O1 01 OO OO OO OO0 o0

The set of values following this list is

X00 01 02 03 04 05 06 07 08 09 OA OB

K.3.3.2 Specification of typical tables for AC coefficient coding

A set of typical tables for AC component coding is given in K.3.2. The specification of these tables is as follows:

For Table K.5 (for luminance AC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 02 01 03 03 02 04 03 05 05 04 04 00 OO0 01 7D

The set of values which follows this list is

X'01 02 03 00 04 11 05 12 21 31 41 06 13 51 61 07
22 71 14 32 81 91 Al 08 23 42 Bl C1 15 52 D1 FO
24 33 62 72 82 09 OA 16 17 18 19 1A 25 26 27 28
29 2A 34 35 36 37 38 39 3A 43 44 45 46 A7 48 49
4A 53 54 55 56 57 58 59 BH5A 63 64 65 66 67 68 69
6A 73 74 75 76 77 78 79 7A 83 84 85 86 87 88 89
8A 92 93 94 95 96 97 98 99 O9A A2 A3 A4 A5 A6 A7
A8 A9 AA B2 B3 B4 B5 B6 B7 B8 B9 BA C2 C3 C4 C5
C6 C7 C8 C9 CA D2 D3 D4 D5 D6 D7 D8 D9 DA E1 E2
E3 E4 ES E6 E7 ES8 E9 EA F1 F2 F3 F4 F5 F6 F7 F8
F9 FA’
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For Table K.6 (for chrominance AC coefficients), the 16 bytes which specify the list of code lengths for the table are

X00 02 01 02 04 04 03 04 07 05 04 04 00 O1 02 77

The set of values which follows this list is:

X'00 01 02 03 11 04 05 21 31 06 12 41 51 07 61 71
13 22 32 81 08 14 42 91 Al Bl Ci 09 23 33 52 FO
15 62 72 D1 OA 16 24 34 El 25 F1 17 18 19 1A 26
27 28 29 2A 35 36 37 38 39 3A 43 44 45 46 47 48
49 4A 53 54 55 56 57 58 59 5A 63 64 65 66 67 68
69 6A 73 74 75 76 77 78 79 T7A 82 83 84 85 86 87
88 89 8A 92 93 94 95 96 97 98 99 O9A A2 A3 A4 A5
A6 A7 A8 A9 AA B2 B3 B4 B5 B6 B7 B8 B9 BA C2 C3
C4 Cb C6 C7 C8 C9 CA D2 D3 D4 D5 D6 D7 D8 D9 DA
E2 E3 E4 E5 E6 E7 E8 E9 EA F2 F3 F4 F5 F6 F7 F8

F9 FA’

K.4 Additional information on arithmetic coding

K.4.1  Test sequence for a small data set for the arithmetic coder
The following 256-bit test sequence (in hexadecimal form) is structured to test many of the encoder and decoder paths:
X'00020051 000000CO 0352872AAAAAAAAA  82C02000 FCD79EF6 74EAABF7 697EE74C

Tables K.7and K.8provide asymbol-by-symbolist of the arithmetic encoder and decoder operation. In tiadbes the

event countEC, is listed first, followed by thealue of Qeused in encoding and decoding teaent. The decision D to

be encoded (and decoded) is listed next. The column lab#t&icontains theense of the MPS, and if itfisllowed by

a CE (in the “CX” column), the conditional MPS/LR&change occurs when encodiagd decoding the decisideee

Figures D.3, D.4 and D.17). The contents of the A and C registers are the values before the event is encoded and decoded.
ST is the number of X’FF’ bytes stackedtie encoder waitinfpr aresolution of thecarry-over. Notehat the A register

is always greater than X'7FFF’. (The starting value has an implied value of X’10000'.)

In the encoder test, the cobigtes(B) are listed if they were completetliring the coding of the preceding event. If
additional bytes follow, they were also completddring the coding of the preceding event. Ibye islisted in the
Bx column, the preceding byte in column B was modified by a carry-over.

In the decoder the code bytes are listed if they were placed in the code register just prior to the event EC.

For thisfile the coded bit count i240, including theoverhead to flush the final dateom the C register. When the
markerX'FFD9’ is appended, a total @56 bits are output. The actual compressed data seqfientte encoder is (in
hexadecimal form)

X'655B5144 F7969D51 7855BFFF 00FC5184 C7CEF939 00287D46 708ECBCO F6FFD900’
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Table K.7 — Encoder test sequence (sheet 1 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
1 0 0 5A1D 0000 00000000 11 0
2 0 0 CE 5A1D ASBE3 00000000 11 0
3 0 0 2586 B43A 0000978C 10 0
4 0 0 2586 8EB4 0000978C 10 0
5 0 0 1114 D25C 00012F18 9 0
6 0 0 1114 C148 00012F18 9 0
7 0 0 1114 B034 00012F18 9 0
8 0 0 1114 9F20 00012F18 9 0
9 0 0 1114 8EOC 00012F18 9 0
10 0 0 080B FIFO0 00025E30 8 0
11 0 0 080B F1E5 00025E30 8 0
12 0 0 080B E9DA 00025E30 8 0
13 0 0 080B E1CF 00025E30 8 0
14 0 0 080B D9C4 00025E30 8 0
15 1 0 080B D1B9 00025E30 8 0
16 0 0 17B9 80B0 00327DEO 4 0
17 0 0 1182 D1EE 0064BCO 3 0
18 0 0 1182 Co6C 0064FBCO 3 0
19 0 0 1182 AEEA 0064-BCO 3 0
20 0 0 1182 9D68 0062BCO 3 0
21 0 0 1182 8BE6 0064FBCO 3 0
22 0 0 OCEF FAC8 00C9F780 2 0
23 0 0 OCEF E7D9 00C9F780 2 0
24 0 0 OCEF DAEA 00C9F780 2 0
25 0 0 OCEF CDFB 00C9F780 2 0
26 1 0 OCEF ci1oC 00C9F780 2 0
27 0 0 1518 CEFO 000AB9DO 6 0 65
28 1 0 1518 BID8 000AB9DO 6 0
29 0 0 1AA9 A8CO 005AF480 3 0
30 0 0 1AA9 8E17 005AF480 3 0
31 0 0 174E E6DC 00B5E900 2 0
32 1 0 174E CF8E 00B5E900 2 0
33 0 0 1AA9 BA70 00050A00 7 0 5B
34 0 0 1AA9 9FC7 00050A00 7 0
35 0 0 1AA9 851E 00050A00 7 0
36 0 0 174E D4EA 000A1400 6 0
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EC D MPS CX Qe A CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
37 0 0 174E BD9C 000A1400 6 0
38 0 0 174E AB4E 000A1400 6 0
39 0 0 174E 8F00 000A1400 6 0
40 0 0 1424 EF64 00142800 5 0
41 0 0 1424 DB40 00142800 5 0
42 0 0 1424 C71C 00142800 5 0
43 0 0 1424 B2F8 00142800 5 0
44 0 0 1424 9ED4 00142800 5 0
45 0 0 1424 8ABO 00142800 5 0
46 0 0 119C ED18 00285000 4 0
47 0 0 119C DB7C 00285000 4 0
48 0 0 119C C9EO 00285000 4 0
49 0 0 119C B844 00285000 4 0
50 0 0 119C ABA8 00285000 4 0
51 0 0 119C 950C 00285000 4 0
52 0 0 119C 8370 00285000 4 0
53 0 0 0F6B E3A8 0050A000 3 0
54 0 0 0F6B D43D 0050A000 3 0
55 0 0 0F6B C4D2 0050A000 3 0
56 0 0 0F6B B567 0050A000 3 0
57 1 0 0F6B A5FC 0050A000 3 0
58 1 0 1424 F6BO 00036910 7 0 51
59 0 0 1AA9 A120 00225CEO 4 0
60 0 0 1AA9 8677 00225CEQ 4 0
61 0 0 174E D79C 0044B9CO 3 0
62 0 0 174E CO4E 0044B9CO 3 0
63 0 0 174E A900 0044B9CO 3 0
64 0 0 174E 91B2 0044B9C0 3 0
65 0 0 1424 F4C8 00897380 2 0
66 0 0 1424 EO0A4 00897380 2 0
67 0 0 1424 CC80 00897380 2 0
68 0 0 1424 B85C 00897380 2 0
69 0 0 1424 A438 00897380 2 0
70 0 0 1424 9014 00897380 2 0
71 1 0 119C F7EQO 0112E700 1 0
72 1 0 1424 8CEO 001E6A20 6 0 44
73 0 0 1AA9 A120 00F716E0 3 0
CCITT Rec. T.81 (1992 E) 161



ISO/IEC 10918-1 : 1993(E)

Table K.7 — Encoder test sequence (sheet 3 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
74 1 0 1AA9 8677 OOF716E0 3 0
75 0 0 2516 D548 00041570 8 0 F7
76 1 0 2516 B032 00041570 8 0
77 0 0 299A 9458 00128230 6 0
78 0 0 2516 D57C 00250460 5 0
79 1 0 2516 B066 00250460 5 0
80 0 0 299A 9458 00963ECO 3 0
81 1 0 2516 D57C 012C7D80 2 0
82 0 0 299A 9458 0004B798 8 0 96
83 0 0 2516 D57C 00096F30 7 0
84 0 0 2516 B066 00096F30 7 0
85 0 0 2516 8B50 00096F30 7 0
86 1 0 1EDF CC74 0012DE60 6 0
87 1 0 2516 F6F8 009C5FA8 3 0
88 1 0 299A 9458 0274C628 1 0
89 0 0 32B4 A668 0004C398 7 0 9D
90 0 0 2E17 E768 00098730 6 0
91 1 0 2E17 B951 00098730 6 0
92 0 0 32B4 B85C 002849A8 4 0
93 1 0 32B4 85A8 002849A8 4 0
94 0 0 3C3D CADO 00A27270 2 0
95 1 0 3C3D 8E93 00A27270 2 0
96 0 0 415E FOF4 00031318 8 0 51
97 1 0 415E AF96 00031318 8 0
98 0 0 CE 4639 82BC 000702A0 7 0
99 1 0 415E 8C72 00OE7E46 6 0
100 0 0 CE 4639 82BC 001D92B4 5 0
101 1 0 415E 8C72 003B9EGE 4 0
102 0 0 CE 4639 82BC 0077D304 3 0
103 1 0 415E 8C72 OOFO01FOE 2 0
104 0 0 CE 4639 82BC 01EO0D444 1 0
105 1 0 415E 8C72 0002218E 8 0 78
106 0 0 CE 4639 82BC 0004D944 7 0
107 1 0 415E 8C72 000A2B8E 6 0
108 0 0 CE 4639 82BC 0014ED44 5 0
109 1 0 415E 8C72 002A538E 4 0
110 0 0 CE 4639 82BC 00553D44 3 0
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EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)

111 1 0 415E 8C72 00AAF38E 2 0

112 0 0 CE 4639 82BC 01567D44 1 0

113 1 0 415E 8C72 0005738E 8 0 55

114 0 0 CE 4639 82BC 000B7D44 7 0

115 1 0 415E 8C72 0017738E 6 0

116 0 0 CE 4639 82BC 002F7D44 5 0

117 1 0 415E 8C72 005F738E 4 0

118 0 0 CE 4639 82BC 00BF7D44 3 0

119 1 0 415E 8C72 017F738E 2 0

120 0 0 CE 4639 82BC 02FF7D44 1 0

121 1 0 415E 8C72 0007738E 8 0 BR

122 0 0 CE 4639 82BC 000F7D44 7 0

123 1 0 415E 8C72 001F738E 6 0

124 0 0 CE 4639 82BC 003F7D44 5 0

125 1 0 415E 8C72 007F738E 4 0

126 0 0 CE 4639 82BC 00FF7D44 3 0

127 1 0 415E 8C72 01FF738E 2 0

128 0 0 CE 4639 82BC 03FF7D44 1 0

129 1 0 415E 8C72 0007738E 8 1

130 0 0 CE 4639 82BC 000F7D44 7 1

131 0 0 415E 8C72 001F738E 6 1

132 0 0 3C3D 9628 003EE71C 5 1

133 0 0 375E B3D6 007DCE38 4 1

134 0 0 32B4 F8FO0 00FB9C70 3 1

135 1 0 32B4 C63C 00FB9C70 3 1

136 0 0 3C3D CADO 03FOBFEO 1 1

137 1 0 3C3D 8E93 03FOBFEO 1 1

138 1 0 415E FOF4 000448D8 7 0 FFOOFC

139 0 0 CE 4639 82BC 0009FODC 6 0

140 0 0 415E 8C72 00145ABE 5 0

141 0 0 3C3D 9628 0028B57C 4 0

142 0 0 375E B3D6 00516AF8 3 0

143 0 0 32B4 F8FO 00A2D5F0 2 0

144 0 0 32B4 C63C 00A2D5FO0 2 0

145 0 0 32B4 9388 00A2D5F0 2 0

146 0 0 2E17 C1A8 0145ABEO 1 0
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Table K.7 — Encoder test sequence (sheet 5 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
147 1 0 2E17 9391 0145ABEO 1 0
148 0 0 32B4 B85C 00084568 7 0 51
149 0 0 32B4 85A8 00084568 7 0
150 0 0 2E17 A5E8 00108ADO 6 0
151 0 0 299A EFA2 002115A0 5 0
152 0 0 299A C608 002115A0 5 0
153 0 0 299A 9C6E 002115A0 5 0
154 0 0 2516 E5A8 00422B40 4 0
155 0 0 2516 C092 00422B40 4 0
156 0 0 2516 9B7C 00422B40 4 0
157 0 0 1EDF ECCC 00845680 3 0
158 0 0 1EDF CDED 00845680 3 0
159 0 0 1EDF AFOE 00845680 3 0
160 0 0 1EDF 902F 00845680 3 0
161 1 0 1AA9 E2A0 0108AD00 2 0
162 1 0 2516 D548 000BA7B8 7 0 84
163 1 0 299A 9458 00315FA8 5 0
164 1 0 32B4 A668 00C72998 3 0
165 1 0 3C3D CADO 031E7530 1 0
166 1 0 415E FOF4 000COFOC 7 0 C
167 0 0 CE 4639 82BC 00197D44 6 0
168 0 0 415E 8C72 0033738E 5 0
169 1 0 3C3D 9628 0066E71C 4 0
170 1 0 415E FOF4 019D041C 2 0
171 0 0 CE 4639 82BC 033B6764 1 0
172 1 0 415E 8C72 000747CE 8 0 Cl
173 0 0 CE 4639 82BC 000F25C4 7 0
174 1 0 415E 8C72 001EC48E 6 0
175 1 0 CE 4639 82BC 003E1F44 5 0
176 1 0 4B85 F20C 00F87D10 3 0
177 1 0 CE 504F 970A 01F2472E 2 0
178 0 0 CE 5522 8D76 03E48E5C 1 0
179 0 0 504F AA44 00018D60 8 0 F9
180 1 0 4B85 B3EA 00031ACO 7 0
181 1 0 CE 504F 970A 0007064A 6 0
182 1 0 CE 5522 8D76 000EOC94 5 0
183 1 0 59EB E150 00383250 3 0
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EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
184 0 1 59EB B3D6 0071736A 2 0
185 1 0 59EB B3D6 00E39AAA 1 0
186 1 1 59EB B3D6 0007E92A 8 0 38
187 1 1 5522 B3D6 000FD254 7 0
188 1 1 504F BD68 001FA4A8 6 0
189 0 1 4B85 DA32 003F4950 5 0
190 1 1 CE 504F 970A 007FAFFA 4 0
191 1 1 4B85 AO09E OOFFEDGA 3 0
192 0 1 4639 AA32 01FFDAD4 2 0
193 0 1 CE 4B85 8C72 04007D9A 1 0
194 1 1 CE 504F 81DA 0000FB34 8 0 39 00
195 1 1 4B85 A09E 0002597E 7 0
196 1 1 4639 AA32 0004B2FC 6 0
197 0 1 415E C7F2 000965F8 5 0
198 1 1 CE 4639 82BC 0013D918 4 0
199 0 1 415E 8C72 00282B36 3 0
200 0 1 CE 4639 82BC 0050EC94 2 0
201 1 1 4B85 F20C 0003B250 8 0 28
202 1 1 4B85 A687 0003B250 8 0
203 1 1 4639 B604 000764A0 7 0
204 0 1 415E DF96 000EC940 6 0
205 1 1 CE 4639 82BC 001ECEFO 5 0
206 0 1 415E 8C72 003E16E6 4 0
207 1 1 CE 4639 82BC 007CC3F4 3 0
208 0 1 415E 8C72 OOFAOOEE 2 0
209 1 1 CE 4639 82BC 01F49804 1 0
210 0 1 415E 8C72 0001A90E 8 0 70
211 1 1 CE 4639 82BC 0003E844 7 0
212 0 1 415E 8C72 0008498E 6 0
213 1 1 CE 4639 82BC 00112944 5 0
214 0 1 415E 8C72 0022CB8E 4 0
215 1 1 CE 4639 82BC 00462D44 3 0
216 1 1 415E 8C72 008CD38E 2 0
217 1 1 3C3D 9628 0119A71C 1 0
218 1 1 375E B3D6 00034E38 8 0 46
219 1 1 32B4 F8FO 00069C70 7 0
220 1 1 32B4 C63C 00069C70 7 0
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Table K.7 — Encoder test sequence (sheet 7 of 7)

EC D MPS CX Qe A C CT ST Bx B
(hexadecimal) (hexadecimal) (hexadecimal)
221 0 1 32B4 9388 00069C70 7 0
222 1 1 3C3D CADO 001BF510 5 0
223 1 1 3C3D 8E93 001BF510 5 0
224 1 1 375E A4AC 0037EA20 4 0
225 0 1 32B4 DA9C 006FD440 3 0
226 1 1 3C3D CADO 01C1FOAO 1 0
227 1 1 3C3D 8E93 01C1FOAO 1 0
228 0 1 375E A4AC 0003E140 8 0 70
229 1 1 3C3D DD78 00113A38 6 0
230 0 1 3C3D Al13B 00113A38 6 0
231 0 1 415E FOF4 00467CD8 4 0
232 1 1 CE 4639 82BC 008E58DC 3 0
233 0 1 415E 8C72 011D2ABE 2 0
234 1 1 CE 4639 82BC 023AEBA4 1 0
235 1 1 415E 8C72 0006504E 8 0 8t
236 1 1 3C3D 9628 000CA09C 7 0
237 1 1 375E B3D6 00194138 6 0
238 1 1 32B4 F8FO0 00328270 5 0
239 1 1 32B4 C63C 00328270 5 0
240 0 1 32B4 9388 00328270 5 0
241 1 1 3C3D CADO 00CB8D10 3 0
242 1 1 3C3D 8E93 00CB8D10 3 0
243 1 1 375E A4AC 01971A20 2 0
244 0 1 32B4 DA9C 032E3440 1 0
245 0 1 3C3D CADO 000B70A0 7 0 CB
246 1 1 415E FOF4 002FFCCC 5 0
247 1 1 415E AF96 002FFCCC 5 0
248 1 1 3C3D DC70 005FF998 4 0
249 0 1 3C3D A033 005FF998 4 0
250 1 1 415E FOF4 01817638 2 0
251 0 1 415E AF96 01817638 2 0
252 0 1 CE 4639 82BC 0303C8E0 1 0
253 1 1 4B85 F20C 000F2380 7 0 C
254 1 1 4B85 AB87 000F2380 7 0
255 0 1 4639 B604 001E4700 6 0
256 0 1 CE 4B85 8C72 003D6D96 5 0
Flush: 81DA 007ADB2C 4 0 F6
FFD9
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Table K.8 — Decoder test sequence (sheet 1 of 7)

EC D MPS CX Qe A c CT B
(hexadecimal) (hexadecimal) (hexadecimal)
1 0 0 5A1D 0000 655B0000 0 65 5B
2 0 0 CE 5A1D AS5E3 655B0000 0
3 0 0 2586 B43A 332AA200 7 51
4 0 0 2586 8EB4 332AA200 7
5 0 0 1114 D25C 66554400 6
6 0 0 1114 C148 66554400 6
7 0 0 1114 B034 66554400 6
8 0 0 1114 9F20 66554400 6
9 0 0 1114 8EOC 66554400 6
10 0 0 080B FI9FO CCAAB8800 5
11 0 0 080B F1E5 CCAAB8800 5
12 0 0 080B E9DA CCAA8800 5
13 0 0 080B E1CF CCAA8800 5
14 0 0 080B D9C4 CCAAB8800 5
15 1 0 080B D1B9 CCAA8800 5
16 0 0 17B9 80B0 2FC88000 1
17 0 0 1182 D1EE 5F910000 0
18 0 0 1182 co6C 5F910000 0
19 0 0 1182 AEEA 5F910000 0
20 0 0 1182 9D68 5F910000 0
21 0 0 1182 8BE6 5F910000 0
22 0 0 OCEF F4C8 BF228800 7 44
23 0 0 OCEF E7D9 BF228800 7
24 0 0 OCEF DAEA BF228800 7
25 0 0 OCEF CDFB BF228800 7
26 1 0 OCEF c1ocC BF228800 7
27 0 0 1518 CEFO B0588000 3
28 1 0 1518 B9D8 B0588000 3
29 0 0 1AA9 A8CO 5CC40000 0
30 0 0 1AA9 8E17 5CC40000 0
31 0 0 174E E6DC B989EEOQO 7 F7
32 1 0 174E CF8E B989EEOQO 7
33 0 0 1AA9 BA70 0A4F7000 4
34 0 0 1AA9 9FC7 0A4F7000 4
35 0 0 1AA9 851E 0A4F7000 4
36 0 0 174E D4EA 149EE000 3
37 0 0 174E BDOC 149EE000 3
38 0 0 174E AG4E 149EE000 3
39 0 0 174E 8F00 149EE000 3
40 0 0 1424 EF64 293DC000 2
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Table K.8 — Decoder test sequence (sheet 2 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
41 0 0 1424 DB40 293DC000 2
42 0 0 1424 C71C 293DC000 2
43 0 0 1424 B2F8 293DC000 2
44 0 0 1424 9ED4 293DC000 2
45 0 0 1424 8ABO 293DC000 2
46 0 0 119C ED18 527B8000 1
47 0 0 119C DB7C 527B8000 1
48 0 0 119C C9EO 527B8000
49 0 0 119C B844 527B8000
50 0 0 119C ABA8 527B8000 1
51 0 0 119C 950C 527B8000 1
52 0 0 119C 8370 527B8000 1
53 0 0 OF6B E3A8 A4F70000 0
54 0 0 OF6B D43D A4F70000 0
55 0 0 OF6B C4D2 A4F70000 0
56 0 0 OF6B B567 A4F70000 0
57 1 0 0F6B A5FC A4F70000 0
58 1 0 1424 F6BO E6696000 4 96
59 0 0 1AA9 A120 1EEBO00OO 1
60 0 0 1AA9 8677 1EEBO0000 1
61 0 0 174E D79C 3DD60000 0
62 0 0 174E CO4E 3DD60000 0
63 0 0 174E A900 3DD60000 0
64 0 0 174E 91B2 3DD60000 0
65 0 0 1424 F4C8 7BAD3A00 7 9D
66 0 0 1424 EOA4 7BAD3A00 7
67 0 0 1424 CC80 7BAD3A00 7
68 0 0 1424 B85C 7BAD3A00 7
69 0 0 1424 A438 7BAD3A00 7
70 0 0 1424 9014 7BAD3A00 7
71 1 0 119C F7EO F75A7400 6
72 1 0 1424 8CEO 88B3A000 3
73 0 0 1AA9 A120 7FBD0000 0
74 1 0 1AA9 8677 7FBD0000 0
75 0 0 2516 D548 9F7A8800 5 51
76 1 0 2516 B032 9F7A8800 5
77 0 0 299A 9458 517A2000 3
78 0 0 2516 D57C A2F44000 2
79 1 0 2516 B066 A2F44000 2
80 0 0 299A 9458 5E910000 0
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Table K.8 — Decoder test sequence (sheet 3 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
81 1 0 2516 D57C BD22F000 7 78
82 0 0 299A 9458 32F3C000 5
83 0 0 2516 D57C 65E78000 4
84 0 0 2516 B066 65E78000 4
85 0 0 2516 8B50 65E78000 4
86 1 0 1EDF CC74 CBCF0000 3
87 1 0 2516 F6F8 F1D00000 0
88 1 0 299A 9458 7FB95400 6 55
89 0 0 32B4 A668 53ED5000 4
90 0 0 2E17 E768 ADAA000 3
91 1 0 2E17 B951 ADAA000 3
92 0 0 32B4 B85C 72828000 1
93 1 0 32B4 85A8 72828000 1
94 0 0 3C3D CADO 7E3B7EOO 7 BF
95 1 0 3C3D 8E93 7E3B7E00 7
96 0 0 415E FOF4 AF95F800 5
97 1 0 415E AF96 AF95F800 5
98 0 0 CE 4639 82BC 82BBF000 4
99 1 0 415E 8C72 8C71E000 3
100 0 0 CE 4639 82BC 82BBC000 2
101 1 0 415E 8C72 8C718000 1
102 0 0 CE 4639 82BC 82BB0000 0
103 1 0 415E 8C72 8C71FEOO 7 FF 0Q
104 0 0 CE 4639 82BC 82BBFCO00 6
105 1 0 415E 8C72 8C71F800 5
106 0 0 CE 4639 82BC 82BBF000 4
107 1 0 415E 8C72 8C71E000 3
108 0 0 CE 4639 82BC 82BBC000 2
109 1 0 415E 8C72 8C718000 1
110 0 0 CE 4639 82BC 82BB0000 0
111 1 0 415E 8C72 8C71F800 7 FC
112 0 0 CE 4639 82BC 82BBF000 6
113 1 0 415E 8C72 8C71E000 5
114 0 0 CE 4639 82BC 82BBC000 4
115 1 0 415E 8C72 8C718000 3
116 0 0 CE 4639 82BC 82BB0000 2
117 1 0 415E 8C72 8C700000 1
118 0 0 CE 4639 82BC 82B80000 0
119 1 0 415E 8C72 8C6AA200 7 51
120 0 0 CE 4639 82BC 82AD4400 6
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Table K.8 — Decoder test sequence (sheet 4 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
121 1 0 415E 8C72 8C548800 5
122 0 0 CE 4639 82BC 82811000 4
123 1 0 415E 8C72 8BFC2000 3
124 0 0 CE 4639 82BC 81D04000 2
125 1 0 415E 8C72 8A9A8000 1
126 0 0 CE 4639 82BC 7FODO0000 0
127 1 0 415E 8C72 85150800 7 84
128 0 0 CE 4639 82BC 74021000 6
129 1 0 415E 8C72 6EFE2000 5
130 0 0 CE 4639 82BC 47D44000 4
131 0 0 415E 8C72 16A28000 3
132 0 0 3C3D 9628 2D450000 2
133 0 0 375E B3D6 5A8A0000 1
134 0 0 32B4 F8FO B5140000 0
135 1 0 32B4 C63C B5140000 0
136 0 0 3C3D CADO 86331C00 6 Cc7
137 1 0 3C3D 8E93 86331C00 6
138 1 0 415E FOF4 CF747000 4
139 0 0 CE 4639 82BC 3FBCEO000 3
140 0 0 415E 8C72 0673C000 2
141 0 0 3C3D 9628 0CE78000 1
142 0 0 375E B3D6 19CF0000 0
143 0 0 32B4 F8FO0 339F9C00 7 CE
144 0 0 32B4 C63C 339F9C00 7
145 0 0 32B4 9388 339F9C00 7
146 0 0 2E17 C1A8 673F3800 6
147 1 0 2E17 9391 673F3800 6
148 0 0 32B4 B85C 0714E000 4
149 0 0 32B4 85A8 0714E000 4
150 0 0 2E17 A5ES8 0E29C000 3
151 0 0 299A EFA2 1C538000 2
152 0 0 299A C608 1C538000 2
153 0 0 299A 9C6E 1C538000 2
154 0 0 2516 E5A8 38A70000 1
155 0 0 2516 C092 38A70000 1
156 0 0 2516 9B7C 38A70000 1
157 0 0 1EDF ECCC 714E0000 0
158 0 0 1EDF CDED 714E0000 0
159 0 0 1EDF AFOE 714E0000 0
160 0 0 1EDF 902F 714E0000 0
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Table K.8 — Decoder test sequence (sheet 5 of 7)
EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
161 1 0 1AA9 E2A0 E29DF200 7 F9
162 1 0 2516 D548 D5379000 4
163 1 0 299A 9458 94164000 2
164 1 0 32B4 A668 A5610000 0
165 1 0 3C3D CADO C6B4E400 6 39
166 1 0 415E FOF4 E0879000 4
167 0 0 CE 4639 82BC 61E32000 3
168 0 0 415E 8C72 4AC04000 2
169 1 0 3C3D 9628 95808000 1
170 1 0 415E FOF4 EE560000 7 00
171 0 0 CE 4639 82BC 7D800000 6
172 1 0 415E 8C72 81FA0000 5
173 0 0 CE 4639 82BC 6DCCO0000 4
174 1 0 415E 8C72 62920000 3
175 1 0 CE 4639 82BC 2EFC0000 2
176 1 0 4B85 F20C BBFO0000 0
177 1 0 CE 504F 970A 2AD25000 7 28
178 0 0 CE 5522 8D76 55A4A000 6
179 0 0 504F AA44 3AA14000 5
180 1 0 4B85 B3EA 75428000 4
181 1 0 CE 504F 970A 19BB0000 3
182 1 0 CE 5522 8D76 33760000 2
183 1 0 59EB E150 CDD80000 0
184 0 1 59EB B3D6 8CE6FAQ00 7 7D
185 1 0 59EB B3D6 65F7F400 6
186 1 1 59EB B3D6 1819E800 5
187 1 1 5522 B3D6 3033D000 4
188 1 1 504F BD68 6067A000 3
189 0 1 4B85 DA32 COCF4000 2
190 1 1 CE 504F 970A 64448000 1
191 1 1 4B85 AO9E 3B130000 0
192 0 1 4639 AA32 76268C00 7 46
193 0 1 CE 4B85 8C72 245B1800 6
194 1 1 CE 504F 81DA 48B63000 5
195 1 1 4B85 AO9E 2E566000 4
196 1 1 4639 AA32 5CACCO000 3
197 0 1 415E C7F2 B9598000 2
198 1 1 CE 4639 82BC 658B0000 1
199 0 1 415E 8C72 52100000 0
200 0 1 CE 4639 82BC ODF8E000 7 70
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Table K.8 — Decoder test sequence (sheet 6 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)

201 1 1 4B85 F20C 37E38000 5

202 1 1 4B85 A687 37E38000 5

203 1 1 4639 B604 6FC70000 4

204 0 1 415E DF96 DF8E0000 3

205 1 1 CE 4639 82BC 82AC0000 2

206 0 1 415E 8C72 8C520000 1

207 1 1 CE 4639 82BC 827C0000 0

208 0 1 415E 8C72 8BF31C00 7 8E

209 1 1 CE 4639 82BC 81BE3800 6

210 0 1 415E 8C72 8A767000 5

211 1 1 CE 4639 82BC 7EC4E000 4

212 0 1 415E 8C72 8483C000 3

213 1 1 CE 4639 82BC 72DF8000 2

214 0 1 415E 8C72 6CB90000 1

215 1 1 CE 4639 82BC 434A0000 0

216 1 1 415E 8C72 OD8F9600 7 CB

217 1 1 3C3D 9628 1B1F2C00 6

218 1 1 375E B3D6 363E5800 5

219 1 1 32B4 F8FO0 6C7CB000 4

220 1 1 32B4 C63C 6C7CB000 4

221 0 1 32B4 9388 6C7CB000 4

222 1 1 3C3D CADO 2EA2C000 2

223 1 1 3C3D 8E93 2EA2C000 2

224 1 1 375E A4AC 5D458000 1

225 0 1 32B4 DA9C BA8B0000 0

226 1 1 3C3D CADO 4A8F0000 6 (0]

227 1 1 3C3D 8E93 4A8F0000 6

228 0 1 375E A4AC 951E0000 5

229 1 1 3C3D DD78 9F400000 3

230 0 1 3C3D A13B 9F400000 3

231 0 1 415E FOF4 E9080000 1

232 1 1 CE 4639 82BC 72E40000 0

233 0 1 415E 8C72 6CC3EC00 7 F6

234 1 1 CE 4639 82BC 435FD800 6

235 1 1 415E 8C72 0DB9B000 5

236 1 1 3C3D 9628 1B736000 4

237 1 1 375E B3D6 36E6C000 3

238 1 1 32B4 F8FO 6DCD8000 2

239 1 1 32B4 C63C 6DCD8000 2

240 0 1 32B4 9388 6DCD8000 2
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Table K.8 — Decoder test sequence (sheet 7 of 7)

EC D MPS CX Qe A C CT B
(hexadecimal) (hexadecimal) (hexadecimal)
241 1 1 3C3D CADO 33E60000 0
242 1 1 3C3D 8E93 33E60000 0
Marker detected: zero byte fed to decoder
243 1 1 375E A4AC 67CC0000 7
244 0 1 32B4 DA9C CF980000 6
245 0 1 3C3D CADO 9EC00000 4
246 1 1 415E FOF4 40B40000 2
247 1 1 415E AF96 40B40000 2
248 1 1 3C3D DC70 81680000 1
249 0 1 3C3D A033 81680000 1
Marker detected: zero byte fed to decoder

250 1 1 415E FOF4 75C80000 7
251 0 1 415E AF96 75C80000 7
252 0 1 CE 4639 82BC 0F200000 6
253 1 1 4B85 F20C 3C800000 4
254 1 1 4B85 A687 3C800000 4
255 0 1 4639 B604 79000000 3
256 0 1 CE 4B85 8C72 126A0000 2

K.5 Low-pass downsampling filters for hierarchical coding

In this section simple examples are given of downsampling filters whicoamgatiblewith the upsampling filter defined
inJ.1.1.2.

Figure K.5 shows the weighting of neighbourisgmples for simple one-dimensional horizoraatl vertical low-pass
filters. The output of the filter must be normalized by the sum of the neighbourhood weights.

1

TISO1770-93/d115

Figure K.5 — Low-pass filter example

The centre sample iRigure K.5 should be aligned with theft column or top line of théigh resolutionimagewhen
calculating the left column or top line of the low resolutimage. Sample valueshich are situated outside of theage
boundary are replicated from the sample values at the boundary to provide missing edge values.

If the image being downsampled has an odd width or length, the odd dimension is increased by 1 by sample replication on
the right edge or bottom line before downsampling.
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K.6 Domain of applicability of DCT and spatial coding techniques

The DCT coder isntendedfor lossy coding in a rangeom quite visible loss to distortion well belothe threshold for
visibility. However in general, DCT-based processes cannot be used for true lossless coding.

The lossless coder is intendfxt completely losslessoding. The lossless coding process is significantly éffestive
than the DCT-based processes for distortions near and above the threshold of visibility.

The point transform afhe input to the lossless codaermits avery restrictedform of lossycoding with the “lossless”
coder. (The coder is still lossless aftiee input point transform.) Since tBCT is intendedfor lossycoding, there may
be some confusion about when this alternative lossy technique should be used.

Lossless codingvith a pointtransformed input isntendedfor applicationswhich cannot be addressed BZT coding
techniques. Among these are

— true lossless coding to a specified precision;
— lossy coding with precisely defined error bounds;

— hierarchical progression to a truly lossless final stage.

If lossless coding with a poititansformed input is used in applications which cambeeffectively by DCTcoding, the
results will be significantly less satisfactory. Fexample, distortion ithe form of visiblecontours usually appeanghen
precision of the luminanceomponent is reduced to about six bits. For noimabedata, this occurs at bit rates well
above those for which the DCT gives outputs which are visually indistinguishable from the source.

K.7 Domain of applicability of the progressive coding modes of operation

Two verydifferent progressive coding modes of operation have tefned, progressive coding thfe DCT coefficients
and hierarchicaprogression. Progressive codingtbé DCT coefficients has twaomplementary procedures, spectral
selection anduccessive approximation. Becausehi$ diversity of choices, thermay besomeconfusion as to which
method of progression to use for a given application.

K.7.1  Progressive coding of the DCT

In progressive coding dhe DCT coefficients two complementary proceduresdfnedfor decomposinghe 8x 8 DCT
coefficient array, spectral selecti@nd successive approximation. Spectral selection partitions zig-zag array of DCT
coefficients into “bands”, one band being coded in each scan. Successive approximatiothecadefficientswith
reduced precision in the first scan; in each subsequent scan the precision is increased by one bit.

A single forward DCT is calculated for these procedures. Wheweitficients are coded to full precisiaghe DCT is the
same as irthe sequentiainode. Therefore, likéhe sequentiaDCT coding, progressive coding of DCT coefficients is
intended for applications which need very good compression for a given level of visual distortion.

The simplest progressive coditeghnique is spectral selection; indeed, because ofithidicity, some applications may
choose — despite the limited progression that can be achieved — aolyspectral selection. Note, howevtrat the
absence of higlfrequency bands typically leadsfer a givenbit rate — to a significantly lowemage quality in the
intermediate stagdhan can bachieved with thenore general progressions. Tinet codingefficiency atthe completion
of the final stage is typically comparable to or slightly less than that achieved with the sequential DCT.

A much more flexible progressive systemattained atsomeincrease in complexityhen successive approximation is
added to the spectral selection progression. Fpven bit ratethis system typically provides significantlyetterimage
quality than spectral selection alone. The net codffigency atthe completion ofthe final stage igypically comparable
to or slightly better than that achieved with the sequential DCT.

K.7.2  Hierarchical progression

Hierarchical progression permits a sequence of outputs of increasing spatial resahdialso allows refinement of
image quality at a given spatial resolution. Both DCT and spegialons ofthe hierarchical progression are allowed, and
progressive coding of DCT coefficients may be used in a frame of the DCT hierarchical progression.

The DCT hierarchical progression irtendedfor applicationswhich needvery good compression for a given level of

visual distortion; the spatial hierarchical progression is intefatedpplicationswhich need aimple progressiowith a
truly lossless final stage. Figure K.6 illustrates examples of these two basic hierarchical progressions.
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Figure K.6 — Sketch of the basic operations of the hierarchical mode

K.7.2.1 DCT Hierarchical progression

If a DCT hierarchical progression uses reduced spatial resolution, the early stages of the progression can inaagebetter
quality for a given bit ratéhan theearly stages of non-hierarchical progressive codirtgeDCT coefficients. However,

at the point where the distortion between sounee outputbecomesndistinguishable, the codingfficiency achieved
with a DCT hierarchical progression is typically significantly lowtean the codingefficiency achievedvith a non-
hierarchical progressive coding of the DCT coefficients.

While the hierarchicaDCT progression isntendedfor lossy progressiveoding, a final spatial differential coding stage
can be used. When this finsthge is used, the output canabmost lossless, limited only liie difference between the
encoder and decod#@DCT implementations. SincldCT implementations can differ significantly, truly lossless coding
after a DCT hierarchical progression cannot be guaranteed. An important alternative, therefore, iketarnyme point
transform ofthe final lossless differential coding stage to reduce the precision of the differeptial This allows a
bounding of the difference between souacel output at aignificantly lower cost in coded bitean coding of the full
precision spatial difference would require.

K.7.2.2 Spatial hierarchical progression

If lossless progression is requiredvexy simple hierarchical progressionay beused in which the spatial lossless coder

with pointtransformed input is used as a first stage. This first stage is followed by or@espatial differentiatoding

stages. The first stage should be nearly lossless, such that the low order bits which are truncated by the point transform are
essentially random — otherwise the compression efficiency will be degraded relative to non-progressive lossless coding.
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K.8 Suppression of block-to-block discontinuities in decoded images

A simpletechnique iswvailable for suppressirtfe block-to-blockdiscontinuities which can occur images compressed
by DCT techniques.

The first few (five inthis example) low frequency DCT coefficients are predidtedh the nine DCvalues ofthe block
and the eight nearest-neighbour blocks, and the predicted valugsedreo suppress blocking artifactsmooth areas of
the image.

The prediction equations for the first five AC coefficients in the zig-zag sequence are obtained as follows:

K.8.1  AC prediction

The sample field in a 3 by 3 array of blocks (each bloghtaining an 8< 8 array of samples) is modeled by a
two-dimensional second degree polynomial of the form:

P(x,y)= A1(x2y2) + A2(x2y) + A3(xy?2) + A4(x2) + A5(xy) + AB(y2) + A7(x) + A8(y) + A9

The ninecoefficients Al through A9 are uniquely determined by impo#iirggconstraint that themean of P(x,y)ver
each of the nine blocks must yield the correct DC-values.

Applying the DCT to the quadratic field predicting theamples inthe centralblock gives aprediction of the low
frequency AC coefficients depicted in Figure K.7.

TISO1790-93/d117

Figure K.7 — DCT array positions of predicted AC coefficients

The prediction equations derived in this manner are as follows:
For the two dimensional array of DC values shown

DC1 DCo DC3

DCq4 DCs DCs

DC; DCg DCq

The unquantized prediction equations are

ACo1 = 1,13885 (DG — DCs)
AC10=1,13885 (DG — DGg)

AC20=0,27881 (DG + DCg — 2x DCs)
AC11=0,16213 (DG — DGs) — (DC; — DGg))
ACgp=0,27881 (DG + DCg — 2% DCs)

The scaling of the predicted AC coefficients is consistent with the DCT normalization defined in A.3.3.

176 CCITT Rec. T.81 (1992 E)



ISO/IEC 10918-1 : 1993(E)
K.8.2  Quantized AC prediction

The prediction equations can beapped to a formwhich uses quantizedalues ofthe DC coefficientsand which
computegquantized ACcoefficients using integer arithmetic. Tgaantized DCcoefficients need to be scalddthwever,
such that the predicted coefficients have fractional bit precision.

First, the prediction equation coefficients are scaled by 32 and rounded to the nearest integer. Thus,
1,13885x 32=36
0,27881x 32= 9
0,16213x 32= 5

The multiplicative factors arthen scaled by the ratio of the DC and AC quantizaaotorsand roundedppropriately.
The normalization definefbr the DCT introduces another factor of 8time unquantized DC value8herefore, in terms
of the quantized DC values, the predicted quantizeccdelficients are given bthe equations below. Note that(fbr
example)the DCvalues are scaled by a factor oftde AC predictions wilhave 2 fractional bits of precision relative to
the quantized DCT coefficients.

QACo1 = ( (Rd % Qo1) + (36 % Qoo * (QDC4 — QDG)))/(256 % Qo1)

QAC10= ( (R4 x Q10) + (36 % Qoo % (QDC; — QDG)))/(256 % Q10)

QAC20=( (Rq > Q0) + (9% Qoo x (QDC; + QDCg — 2% QDCs)))/(256 % Q20)
QAC11=( (R4 x Q11) + (5% Qoo * ((QDC — QDG) — (QDC; — QDGy))))/(256 % Q1)
QACo2=( (R4 x Qu2) + (9% Qoo * (QDC4 + QDG — 2x QDCs)))/(256 % Qo2)

where QDG and QAG, are the quantizednd scaled DC and ACbefficient values. The constant Rdaidded to get a
correct rounding in the division. Rd is 128 for positive numerators, and —128 for negative numerators.

Predicted values should not override coded values. Therefore, predicted values for coeaffididntsealready non-zero
should be set to zero. Predictions should be clamped if they exceed avhihevould be quantized to a non-zewue
for the current precision in the successive approximation.

K.9 Modification of dequantization to improve displayed image quality

For a progression where the first stage successive approximation bit, Al, is set to 3, uniform quantizatibCdfgives
the following quantizatiorand dequantizatiotevels for asequence of successive approximation scans, as shown in
Figure K.8:

Quantized DCT coefficient value

Figure K.8 — Illustration of two reconstruction strategies

The column to the left labelled “Algivesthe bit position specified in the scan header. The quanbzEd coefficient
magnitudes are therefore divided Y during that scan.
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Referring to the final scan (A 0), the pointsnarkedwith “t” are the thresholdalues, while the pointsmarkedwith “r’
are the reconstruction values. The unquantized output is obtained by multiplying the horizontal scale in Figure K.8 by the
quantization value.

The quantization intervabr a coefficient value of zero imdicated by the depressed interval of the line. As the bit
position Al is increased, a “fat zero” quantization inted@Velopsaround thezero DCT coefficient value. Ithe limit
where the scaling factor is very large, the zero interval is twice as large as the rest of the quantization intervals.

Two different reconstruction strategies are shown. The points marked “r" are the reconstruction obtained nmimglthe
rounding ruledor the DCT for the complete full precisiomutput. This ruleseems to give better imageality when high
bandwidth displays are used. The points marked “x” are an alternative reconstruction which tends to give better images on
lower bandwidth displays. “x” and “r’ are the same for slice 0. §ysemdesigner must determine whistrategy is best

for the display system being used.

K.10 Example of point transform
The difference between the arithmetic-shift-right by Pt and dividé’bga? be seen from the following:

After thelevel shiftthe DC hasalues from+127 to —128Consider values near zero (afthe level shift),and thecase
where Pt 1:

Before Before After After
level shift point transform divide by 2 shift-right-arithmetic 1
131 +3 +1 +1
130 +2 +1 +1
129 +1 0 0
128 0 0 0
127 -1 0 -1
126 -2 -1 -1
125 -3 -1 -2
124 -4 -2 -2
123 -5 -2 -3

Thekey difference is in the truncation of precision. The divide truncates the magnitude; the arithmetic shift truncates the
LSB. With a divide by 2 we wouldet non-uniform quantization of the DC values; therefore we use the shift-right-
arithmetic operation.

For positive valueghe divide by 2 and thshift-right-arithmetic by 1 operations are tt@me. Thereforahe shift-right-
arithmetic by 1 operation effectively is a divide by 2 when the point transform is done before the level shift.
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Annex L

Patents
(This annex does not form an integral part of this Recommendation | International Standard)

L.1 Introductory remarks

The user’s attention is called to the possibility that — for some of the cpringsses specified in Annexes F, G, H, and J
— compliance with this Specification may require use of an invention covered by patent rights.

By publication of this Specification, no position is taken with respect todlidity of this claim or of any patenights in
connection therewithHowever, for eaclpatent listed in this annex, the patent holder has filed withnfioemation
Technology Task Force (ITTEnd theTelecommunication Standardization Bureau (TSB) a statement of willingness to
grant a license under these rightsreasonablexnd non-discriminatory termand conditions to applicants desiring to
obtain such a license.

The criteria for including patents in this annex are:

a) the patent has been identified fgmeone who is familiawith the technical fields relevant to this
Specification, and whbelieves use dhe inventioncovered bythe patent isequired for implementation
of one or more of the coding processes specified in Annexes F, G, H, or J;

b) the patent-holder has written a letter to FR€F and TSB, stating willingness to grant a license to an
unlimited number of applicants throughout the wauldder reasonable termand conditions that are
demonstrably free of any unfair discrimination.

This list of patents shall be updated, if necessary, upon publication of any revidioagecommendation | International
Standard.

L.2 List of patents

The following patents may be required for implementation of any one of the processes specified in Annexesud G, H,
which uses arithmetic coding:

US 4,633,490, December 30, 1986, IBM, MITCHELL (J.L.) and GOERTZEL &mmetrical Adaptive Data
Compression/Decompression System.

US 4,652,856 February 4,1986, IBM, MOHIUDDIN (K.M.) and RISSANEN (J.J.):A Multiplication-free
Multi-Alphabet Arithmetic Code

US 4,369,463 January18, 1983, IBM,ANASTASSIOU (D.) and MITCHELL (J.L.): Grey Scale Image
Compression with Code Words a Function of Image History

US 4,749,983, June 7, 1988, IBM, LANGDON (GCpmpression of Multilevel Signals

US 4,935,882, June 19, 1990, IBRENNEBAKER (W.B.) andVITCHELL (J.L.): Probability Adaptation
for Arithmetic Coders

US 4,905,297February27, 1990, IBM,LANGDON (G.G.),Jr., MITCHELL (J.L.), PENNEBAKER (W.B.),
and RISSANEN (J.J. Arithmetic Coding Encoder and Decoder System

US 4,973,961November27, 1990, AT&T,CHAMZAS (C.), DUTTWEILER (D.L.): Method and Apparatus
for Carry-over Control in Arithmetic Entropy Coding

US 5,025,258, June 18, 1991, AT&DUTTWEILER (D.L): Adaptive Probability Estimator for Entropy
Encoding/Decoding

US 5,099,440, MarcB4, 1992, IBM,PENNEBAKER (W.B.) andMITCHELL (J.L.): Probability Adaptation
for Arithmetic Coders

Japanese Patent Application 2-46275, February 26, 1990, MEL ON®I(A)RA (T.), YOSHIDA (M.), and
KINO (S.): Coding System

The following patentnay berequiredfor implementation of any one tiie hierarchicaprocesses specified in Annex H
when used with a lossless final frame:

US 4,665,436,May 12, 1987, EIOSBORNE (J.A.) andSEIFFERT (C.): Narrow Bandwidth Signal
Transmission
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No other patents requirddr implementation of any dhe otherprocesses specified in Annexes F, G, H, badbeen
identified at the time of publication of this Specification.

L.3 Contact addresses for patent information

Director, Telecommunication Standardization Bureau (formerly CCITT)
International Telecommunication Union

Place des Nations

CH-1211 Geneve 20, Switzerland

Tel. +41 (22) 730 5111

Fax: +41 (22) 730 5853

Information Technology Task Force
International Organization for Standardization
1, rue de Varembé

CH-1211 Genéve 20, Switzerland

Tel: +41 (22) 734 0150

Fax: +41 (22) 733 3843

Program Manager, Licensing

Intellectual Property and Licensing Services
IBM Corporation

208 Harbor Drive

P.O. Box 10501

Stamford, Connecticut 08904-2501, USA

Tel: +1 (203) 973 7935

Fax: +1 (203) 973 7981 or +1 (203) 973 7982

Mitsubishi Electric Corp.

Intellectual Property License Department
1-2-3 Morunouchi, Chiyoda-ku

Tokyo 100, Japan

Tel: +81 (3) 3218 3465

Fax: +81 (3) 3215 3842

AT&T Intellectual Property Division Manager
Room 3A21

10 Independence Bivd.

Warren, NJ 07059, USA

Tel: +1 (908) 580 5392

Fax: +1 (908) 580 6355

Senior General Manager

Corporate Intellectual Property and Legal Headquarters
Canon Inc.

30-2 Shimomaruko 3-chome

Ohta-ku Tokyo 146 Japan

Tel: +81 (3) 3758 2111

Fax: +81 (3) 3756 0947

Chief Executive Officer

Electronic Imagery, Inc.

1100 Park Central Boulevard South
Suite 3400

Pompano Beach, FL 33064, USA
Tel: +1 (305) 968 7100

Fax: +1 (305) 968 7319
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